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Reasoning about dynamic scenarios is a central problem in the areas of
Knowledge Representation [5] (KR) and Artificial Intelligence (AI). Several for-
mal approaches and systems have emerged to introduce non-monotonic reasoning
features in scenarios where the formalisation of time is fundamental [3, 4, 12, 18,
23]. In Answer Set Programming [6] (ASP), former approaches to temporal rea-
soning use first-order encodings [19] where the time is represented by means of a
variable whose value comes from a finite domain. The main advantage of those
approaches is that the computation of answer sets can be achieved via incremen-
tal solving [17]. Their downside is that they require an explicit representation of
time points.

Temporal Equilibrium Logic [2] (TEL) was proposed as a temporal exten-
sion of Equilibrium Logic [21] with connectives from Linear Time Temporal
Logic [22] (LTL). Due to the computational complexity of its satisfiability prob-
lem (ExpSpace), finding tractable fragments of TEL with good computational
properties have also been a topic in the literature. Within this context, splittable
temporal logic programs [1] have been proved to be a syntactic fragment of TEL
that allows for a reduction to LTL via the use of Loop Formulas [15].

When considering incremental solving, logics on finite traces such as LTLf [11]
have been shown to be more suitable. Accordingly, Temporal Equilibrium Logic
on Finite traces (TELf ) [8] was created and became the foundations of the
temporal ASP solver telingo [7].

We present a new syntactic fragment of TELf , named past-present temporal
logic programs. Inspired by Gabbay’s seminal paper [16], where the declarative
character of past temporal operators is emphasized, this language consists of a
set of logic programming rules whose formulas in the head are disjunctions of
atoms that reference the present, while in its body we allow for any arbitrary
temporal formula without the use of future operators. Such restriction ensures
that the past remains independent of the future, which is the case in most dy-
namic domains, and makes this fragment advantageous for incremental solving.

As a contribution, we study the Lin-Zhao theorem [20] within the context
of past-present temporal logic programs. More precisely, we show that when
the program is tight [13], extending Clark’s completion [10, 14] to the temporal
case suffices to capture the answer sets of a finite past-present program as the
LTLf -models of a corresponding temporal formula. We also show that, when the



program is not tight, the use of loop formulas is necessary. To this purpose, we
extend the definition of loop formulas to the case of past-present programs and
we prove the Lin-Zhao theorem in our setting. The full version of this paper can
be found in [9].
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