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1 Introduction

Representing and reasoning about dynamic systems is a key problem in Artificial
Intelligence and beyond. Among the various formal systems to model dynamic
domains are action languages [5, 8], whose appeal lies in their elegant syntactic
and semantic simplicity: they usually consist of static and dynamic laws inducing
an unique transition system. A key element of the language is the distinction
between action and fluents, leading to a transition system that displays actions
as labeled transitions.

Another formalism distinguishing between actions and fluents is Dynamic
Logic (DL, [7]). DL is tailored to reason about actions and effects as its language
entails modalities that are parametrised by regular expressions, that can be
regarded as an abstraction of sequences of actions.

Several approaches have successfully used temporal logics, especially Linear
Temporal Logic (LTL), to model domain-dependent information in planning ([2]).
This approach led to very efficient implementations ([3]). Opposed to DL there
is no distinction between action and fluents, leading to traces where actions and
fluents occur together.

In the realm of combining the trace based approach of LTL and the suitability
of DL operators to reason about actions and effects Linear Dynamic Logic (LDL)
was invented ([4]). Although highly expressive, LDL does not differentiate between
actions and fluents. Reintroducing it foremost supports clarity. Separating actions
and fluents makes the model more understandable and interpretable. It provides a
clear distinction between what can be done (actions) and what can be observed or
evaluated (fluents). Our aim is to combine LTL and two-sorted DL on a common
nonmonotonic extension.

2 Approach

Differing from the original approach to (one-sorted) Dynamic Here-and-There
(DHT) we consider a two-sorted alphabet (A,P), consisting of a set A of action
variables and a disjoint set P of state variables (also referred to as fluents). A
two-sorted dynamic formula φ and path expressions ρ are then mutually defined
by the following pair of grammar rules:

φ ::= p ∈ P | ⊥ | [ρ]φ | ⟨ρ⟩φ ρ ::= a ∈ A | φ? | ρ+ ρ | ρ ; ρ | ρ∗ | ρ− .
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The models of two-sorted DHT are described in terms of labeled traces. A labeled
HT-trace of length λ over alphabet (A,P) is a pair (⟨H,T⟩, α) consisting of

– an HT-trace ⟨H,T⟩ = (⟨Hi, Ti⟩)i∈[0..λ) and
– a surjective function α : A → Iλ, where Iλ = {(i, i+ 1) | i, i+ 1 ∈ [0..λ)}.

Imposing surjectivity on the labeling function guarantees that at least one action
occurs in each label. A particular case of interest are HT-traces labeled with
singelton sets of actions, since they correspond to sequential plans. Such restriction
leads to a version of [6] and [1].

Definition 1 (two-sorted DHT satisfaction). A labeled HT-trace M =
(⟨H,T⟩, α) of length λ satisfies a two-sorted dynamic formula φ at time point
k ∈ [0..λ), written M, k |=ℓ φ, if

1. M, k |= ⊤ and M, k ̸|= ⊥
2. M, k |= p if p ∈ Hk for any atom p ∈ P
3. M, k |= ⟨ρ⟩φ if M, i |= φ for some i with (k, i) ∈ ∥ρ∥M

4. M, k |= [ρ]φ if M′, i |= φ for all i with (k, i) ∈ ∥ρ∥M
′

for both M′ = M and M′ = ⟨T,T⟩

where, for any labeled HT-trace (M, α) ∥ρ∥M ⊆ N2 is a relation on pairs of time
points inductively defined as follows.

5. ∥a∥M def
= α(a)

6. ∥φ?∥M def
= {(k, k) | M, k |= φ}

7. ∥ρ1 + ρ2∥M def
= ∥ρ1∥M ∪ ∥ρ2∥M

8. ∥ρ1 ; ρ2∥M def
= {(k, i) | (k, j) ∈ ∥ρ1∥Mand (j, i) ∈ ∥ρ2∥Mfor some j}

9. ∥ρ∗∥M def
=

⋃
n≥0 ∥ρn∥

M

10. ∥ρ−∥M def
= {(k, i) | (i, k) ∈ ∥ρ∥M}

It is important to note that our approach is a first step towards a respective
ASP extension. As two-sorted DHT is still monotonic one still has to define
two-sorted Dynamic Equilibrium models, leading to the nonmonotonic two-
sorted Dynamic Equilibrium Logic (DEL). This will be interesting as, opposed
to one-sorted DEL, actions are not part of the minimisation anymore.

As an example of our language consider the Yale Shooting scenario with
the set of actions A = {load, shoot} and the set of fluents P = {loaded, alive}.
Assuming singleton sets of action labels, the following formulas could be used to
express the dynamic laws of the system:

P ∨ ¬P (1)

□([load] loaded) (2)

□([shoot]¬loaded) (3)

□([loaded?; shoot]¬alive) (4)

By labeling the transtion to a fluent set by its specified cause, the respective
labeled traces precisely show the corresponding effects of the actions.
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