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Abstract. This paper presents a platform-agnostic execution framework towards RDF Stream Processing (RSP), called, Continuous Query Evaluation over Linked Streams (CQELS). CQELS framework is the core infrastructure for CQELS engine, one of the initiatives of the RSP community. Moreover, the framework is platform-agnostic to build other RSP engines that work on embedded devices as well as cloud infrastructure. The development roadmap towards platform independent is also discussed in this paper.
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Overview of CQELS Framework

CQELS Framework provides a platform-independent infrastructure to implement RSP engines for computing continuous queries expressed as an extension of SPARQL 1.1 [7], called CQELS-QL. The abstract architecture [9] illustrated in Figure 1 accepts RDF streams and RDF datasets as inputs and returns RDF streams or relational streams in the SPARQL Result format [6] as output. The output RDF streams can be fed into any RSP engine, and the relational streams can be used by other relational stream processing systems.

Fig. 1: Native and Adaptive Execution Framework of CQELS.
The execution framework is composed of native and adaptive components organised in the processing flow as follows:

- The stream data is pushed to the Input Manager and is then encoded by the Encoder into a normalised representation. RDF datasets, which can be hosted in a local RDF store or remote RDF stores with SPARQL endpoints, are retrieved by the Cache Fetcher. The Cache Fetcher also encodes the data using the Encoder.
- The Window Buffer Manager and Cache Manager are responsible for managing the input data from the RDF streams and RDF datasets, respectively; and for feeding them into the Dynamic Executor.
- The Dynamic Executor enables a dynamic execution strategy where the query plan can be changed during the life time of a continuous query. The most efficient query plan is continuously advised by the Adaptive Optimizer based on data statistics and operator costs.
- The outputs of the Dynamic Executor have to be decoded by the Decoder before being streamed out. The Encoder and Decoder share a Dictionary for encoding and decoding.

**CQELS Engines: Embedded to Cloud**

To be a platform-agnostic execution framework, the design of the aforementioned components of the CQELS Framework is abstract enough to be realized by various hosting platforms which can provide different library/software stacks as well as different hardware architectures. The first version of CQELS engine [10] was implemented as a stand-alone version for PCs. It uses popular libraries like Apache Jena [13], high performance computing data structures [8] for implementing new data structures for Window Buffer Manager associated with in-memory incremental evaluation algorithms for sliding window operators [9]. This version is accompanied with several adaptive optimisation algorithms to boost the processing throughput of CQELS engine.

To build CQELS engines for resource constrained environments like embedded devices, mobile phones, we build embedded CQELS engine by reducing code footprint. We use light-weight data structures for Window Buffer as well as reuse RDF On The Go (RDF-OTG) [12] code based for compact versions of Encoder/Decoder, Dictionary, Cache Manager/Fetcher. Besides, the CQELS embedded engine extends SPARQL physical query operators of RDF-OTG to sliding windows operators. The whole embedded CQELS is smaller than 10MB and needs only 4-6MB of RAM to process millions of triples on various small devices such as BeagleBone [1], Intel Galileo [3], Raspberry PI [4], and any Android Phones.

For scalability, we use Storm [5] and HBase [2] as underlying software stacks for coordinating parallel execution processes to build an RSP engine on the cloud computing infrastructure, called CQELS Cloud [11]. We adapt highly efficient algorithms of CQELS engine on stand-alone PCs to the distributed share-nothing
architecture, thus, CQELS Cloud can scale up to million inputs per second with 100,000 concurrent queries on a cluster of 32 EC2 computing nodes.

Development Roadmap

Thanks to the RSP working group, the community has brought various interesting use cases that create new requirements to build more features for our future CQELS engines. The new feature to be implemented in the next release is supporting event processing pattern with basic reasoning rules such as temporal, spatial and RDFS. In the long term, full pledge stream reasoning will be enabled along the line with state of the art of emerging research effort on this area [14]. The rise of Internet of Things inspires us to build much smaller CQELS engine to be able to run on tiny micro controller, sensor boards which have less than 50KB of RAM. Moreover, instead of having to embed to the application, the client/server mechanism will be supported using Websockets and MQTT. Last but not least, adapting agreed query syntax and data model from the RSP working group is a step forward to support the standardised CQELS-QL.
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