Progression for Monitoring in Temporal ASP*

Davide Solda, Ignacio D. Lopez-Miguel, Ezio Bartocci and Thomas Eiter

TU Wien, Vienna, Austria
{davide.solda, ignacio.lopez, ezio.bartocci, thomas.eiter } @tuwien.ac.at
ORCiD ID:

Abstract. Inrecent years, there has been growing interest in the ap-
plication of temporal reasoning approaches and non-monotonic log-
ics from artificial intelligence in dynamic systems that generate data.
A well-known approach to temporal reasoning is the use of the pro-
gression technique, which allows for the online computation of log-
ical consequences of a logical knowledge base over time. We con-
sider the progression technique for Temporal Here and There and
Temporal Equilibrium Logic, which is the logic underlying answer
programming over linear-temporal logic (LTL). Compared to usual
LTL online computation, where the goal is to check whether a trace
is compliant with a temporal specification, our approach provides
also the means to compute non-monotonic temporal reasoning over
a trace of observations. Besides formal notions and results, we also
present an algorithm for performing progression to monitor a dy-
namic system, which has been implemented as a proof of concept
and allows for handling expressive application scenarios.

1 Introduction

With the increase of data-driven applications, reasoning about their
behavior as they evolve in time has become crucial. Temporal logics
provide a formal framework to specify the desired temporal behav-
ior in an unambiguous way. Over the last decade, there has been a
great effort in artificial intelligence to develop temporal reasoning
approaches based on non-monotonic logics and answer set program-
ming [11, 24] (ASP). A popular example is Temporal Equilibrium
Logic [1, 2] (TEL), which combines Linear Temporal Logic [28]
(LTL) and Equilibrium Logic [27] in an orthogonal way. TEL is
a nonmonotonic version of Temporal Here-and-There Logic [2]
(THT), which is an intuitionistic version of LTL based on Heytings’s
Logic of Here-and-There [21] amounting to 3-valued Godel Logic.
Tools for computing stable traces of temporal logic programs have
been presented already in the literature, among them TELINGO[15],
STELP[14], and the algorithm in [13]. The latter two are automata-
based; a Biichi-based approach as in [14] may have to handle an ex-
ponential number of loop formulas to ensure the stability of traces.
TELINGO instead uses incremental ASP and is limited to finite traces.
How to monitor TEL specifications over infinite traces is an open
problem. In this paper, we take inspiration from rewriting-based tech-
niques proposed in runtime verification [30], in situation calculus
[23] to reason about actions and in planning with goals specified us-
ing Metric Interval Temporal Logic [6]. However, all these works
are based on classical semantics. The key idea of progression is
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to rewrite, as new observations of the system become available, an
answer-set program expressing the obligations that need to be ful-
filled in the future in order to have a true or a false verdict.

The main difference between TEL/THT and LTL is the seman-
tics for the implication. TEL/THT is more expressive than LTL [2]:
LTL formulas can be encoded into THT, but the converse is not al-
ways possible. Furthermore, LTL is monotonic while TEL is non-
monotonic and thus more suited for handling exceptions and dealing
with incomplete information. In contrast with rule-based languages
such as temporal Datalog [32, 29], TEL/THT uses explicit temporal
modal operators to reason about time instead of rules. In [31] there
has been proposed a stream reasoning framework based on Metric
Temporal Logic, under stable semantics.

Computing stable models (aka answer sets or equilibrium models)
of logic programs where time is involved can be a challenging task,
especially when dealing with infinite traces, which may be necessary
when observing a reactive system. The behavior of such a system
may depend on the environment; hence the possibility to monitor
complex properties that require reasoning is desirable. In nonmono-
tonic reasoning and logic programming, skeptical (cautious) reason-
ing is a common approach to inference, in which in a Tarskian man-
ner the intersection of all answer sets of a program is considered. Our
approach thus aims to compute the intersection of all prefixes of all
stable traces of a temporal program, by taking also possible future
observations on the system under scrutiny into account.

In order to compute prefixes of stable traces of the program, we
introduce a novel online computation based on the idea of progres-
sion already used in runtime verification [8] and in planning where
the goal is specified using Metric Temporal Logic [6]. To the best of
our knowledge, this is the first time that this approach has been used
in temporal answer set programming. In comparison to incremental
ASP, this approach incorporates the observations into the program,
which does not lead to an increase in the program size. Furthermore,
it maintains a program at the symbolic level, making also visible
which information is missing. It provides a basis for reasoning about
future evolution in a flexible way, e.g., to find possible sequences of
observations that will ensure a specification will be satisfied.

To validate and present an application of our algorithm, we use
a temporal version of the well-known X% strategic companies prob-
lem [16, 22], where we assume to have an incoming trace of ob-
servations about the evolution of ownership of companies and pro-
duction of goods. An example of a temporal property that we may
want to verify at runtime is whether G(contr_by(c,cl,c2) —
F(contr_by(c,cl,cl))) is satisfied, which informally means that
whenever at some point in the future, company c is controlled by



cl and c2, it will eventually be controlled only by c1.

Our contribution We define a novel approach for monitoring by
progression TEL/THT formulas over an infinite sequence of obser-
vations. In particular, we develop an algorithm to compute online the
intersection of all the stable traces with a stream of incoming ob-
servations. We provide an experimental implementation and validate
our approach on a case study of the strategic companies problem.

Paper organization In Section 2 we provide the necessary back-
ground on Temporal Here and There Logic (THT) and Temporal
Equilibrium Logic (TEL). Section 3 and 4 introduce our approach of
progression for monitoring TEL and THT, respectively. In Section 5
we present an algorithm for computing online the intersection of all
the temporal traces of a given temporal program with an incoming
trace of observations. In Section 6, we demonstrate an application
of our approach to a case study on monitoring strategic companies
and provide some experimental results. We discuss related work in
Section 7 and conclude in Section 8 with an outlook on future work.

2 Preliminaries

As Equilibrium Logic (EL) [27] can be seen as the logic underlying
Answer Set Programming (ASP) [27], Temporal Equilibrium Logic
(TEL) over infinite traces [2] can be interpreted as a pure logical
temporal extension of ASP. Note that the definition of EL is based on
Here-and-There Logic (HT), as TEL is defined over Temporal Here-
and-There Logic (THT). The logics have the same formulas; we are
interested in a fragment with the following syntax:

Fu=1|p|FoF|F—-F|XF|GF|FF|YF 1

Fu=1|p|YF W
Where p € P for a finite set P of propositional atoms and o &€
{A, V}. Negation is defined as =¢ = ¢ — L, and T = —.L. The
temporal operators G (globally) and F (finally) are defined as usual,
viz. Gp = LR¢ and F¢ = TU¢ respectively. We denote by L the
set of all the THT resp. TEL formulas.

The semantics of THT is defined over sequences of pairs of sets of
atoms. A THT interpretation (H,T") is an infinite sequence of pairs
(H;,T;) for i > 0, where H; C T; for each i. In contrast, a TEL
trace T can be viewed as a THT trace (7', T"), and we may identify
(T, T) by T if there is no confusion.

Definition 1 (THT-Satisfaction). Satisfaction of a THT formula by a
THT-trace I = (H,T), at time k, where k > 0 is integer, is induc-
tively defined as follows:

I,k Epiffp € Hy, for any atomp € P

LEEY Giff I,k—1F ¢andk >0

LkEOVYIffLkEdorlkEp

LEEoANVIffl,kE¢and I, kEY

«LkEd i (T, T), k¥ ¢por (T, T),k E 1, and

LkHdorI,EkEY

o LkEXgiff Lk+1F ¢

o k=@ Uiffthereisj > ks.t. I,jE1,
andforallj € [k,j—1], I,jFE ¢

o ILkERYIiffforallj > kst 1,5,
there exists j' € [k,7 — 1, I,jE ¢

o Ik L

A trace I is a model for a formula ¢ if 1,0 F ¢.

We recall that (T',T) & ¢ if and only if T' Errr ¢ with ¢ € L
[4]. An interpretation [ is fotal it H = T. Furthermore, given two
interpretations I and (H',T'), and a trace of observations O such that
O; C H; and O; C Hj, for each 0 < 4, we say that (H',T) <o
(H,T) if H, C H; for each i > 0. Intuitively, <o allows for H-
minimality modulo observations; in our approach, observations are
added online as facts and thus they do not need to be proven. To
simplify the notation in the following sections if we do not have to
make explicit the observation trace, we write (H',T) < (H,T),
instead of (H',T) <o (H,T). We are now ready to introduce the
semantics of TEL.

Definition 2 (TEL-Satisfaction Modulo Observations). Given a
trace of observations O, a trace T is an temporal equilibrium model
of a formula ¢ € L modulo O if the following two conditions hold:
(2) (I, T) E ¢, ie, T is a total THT model of ¢, and (ii) no
(H,T) <o (I,T) s.t. (H,T) E ¢ exists, i.e., (T,T) has to be
minimal modulo observations O.

We note that if the trace of observations is the empty trace, Defi-
nition 2 collapses to classical TEL satisfaction [2]. Given two traces
T and O, and a formula ¢ € £, we denote by T' £, ¢ that T is
a equilibrium trace of ¢ modulo observations O. In case O is clear
from the context, we may just write T' Frgr ¢.

In the next sections, we will use interchangeably temporal equilib-
rium model and equilibrium/stable traces, furthermore, we will use
a normal form for a generic THT resp. TEL formula ¢ € L, called
temporal program. The translation into normal form uses a Tseitin-
style reduction and preserves equivalence under THT semantics and
thus strong equivalence [3].

Definition 3 (Temporal program). Given a set P of propo-
sitional atoms, we define the set of temporal literals as
{p, —p, Xp, = Xp, Gp, Fp}, where p € P. Atoms with the negation
as failure in front of the atom are called negative, otherwise, they are
called positive. A temporal rule is either:

e gn initial rule of the form
ribi Ao b AN=bgpi AL by > V-V )

where all b;, ¢; € {p, Xp} and — is negation as failure;

e a dynamic rule of the form Gr, where 7 is an initial rule;

e q fulfillment rule of form either G(Gp — ¢q) or G(p — Fq),
where p, q are atoms.

An initial or dynamic rule r is a constraint, if its head is L, and is a
fact if its body is empty (n=0) and its head is a single positive literal.
A temporal program is any set of temporal rules.

In the original definition of temporal program [12], negated liter-
als were admitted in the head of a rule, while in Definition 3 we do
not. We restrict the syntax to simplify our exposition in the upcom-
ing sections. Note that by using a fresh auxiliary atom it is always
possible to rewrite a rule with negation in the head into one without.

Temporal programs may be seen as a temporal extension of logic
programs, which consist only of rules like (2), where b;, ¢; € P. We
will use interchangeably the terms answer sets and stable models.

We introduce also some notations. If r is a temporal rule, we
denote by lits(r) the set of temporal literals appearing in r. Fur-
thermore, let B(r) and H(r) be the set of temporal literals occur-
ring, respectively, in the body and in the head of the rule r. More-
over, let BT (r) be the set of positive literals in B(r), and B~ (r)
be the set of negative literals in B(r). We also use the shortcuts
litst (r) = BY(r) U H(r), and lits~ (r) = B~ (7).



3 Progression for THT

In online computation, we usually do not have the full trace, but
only a prefix of it. We thus propose the following T'H7T3 seman-
tics. A prefix of a THT-trace I is any sequence I7 = <Hf, Tf> =
(Ho, To), - .-, (Hk, Tk) (the prefix of length k£ + 1) while a suffix
of I is any sequence I = (Hi, Tk), (Hg+1, Tk+1), - . - (the suf-
fix at k or k-suffix), where & > 0. A THT-prefix is a prefix of any
THT-trace I; by Prerpr we denote the set of all THT-prefixes. For
any prefix I/ and trace O, a THT-trace I is an extension if I/ is a
prefix of I and O < H; by ext(If, O) we denote the set of all such
extensions.

Definition 4 (T'HT3 semantics). The truth value of ¢ € L with re-
spect to a THT-prefix I and a trace O of observations is as follows:

T ifIE ¢foreveryl € east(If,O)7
el ’:gHT;; d=1 L ifIH $foreveryl € ext(If,0),

7?7 otherwise.

Note that in case O is the empty trace, Definition 4 is the Temporal
Here and There version of the LT L3 logic proposed in [8]. We add
the observation trace O as a parameter since we use Definition 4 for
a 3-valued logic for TEL, where minimality on the trace matters.

In order to process one state at a time, we resort to the concept of
progression and introduce it for THT. In that, we omit the temporal
operators U and R, which do not appear in the normal form, and
focus on F and G.

In the progressive evaluation of a THT formula, we may be able
to evaluate an implication p — Xgq only partially in the current state,
and we must delegate the remaining part of the evaluation to the fu-
ture. To this end, we introduce —. as a new type of implication for
evaluation in the There part of the trace, in order to ensure that the
remaining evaluation is compliant with the THT semantics.

We denote by £ the set of formulas generated by the grammar
in (1), where in place of — also —. may occur. Note that we ex-
clude nesting of G, F, X into Y operators. We can now introduce
the definition of THT progression.

Definition 5 (THT progression on a state of a prefix). Progression
Prur : L X Prerur x N — LT is the partial function that
maps a formula 1), a THT-prefix I¥ = (HY, T7) of length k, and an
integer i such that 0 < i < k to an LT formula as follows:

Prur Fiy= 1
Prur(p, I ,Z)—TlprHif,andpGP
Pryr )—J_lfp¢Hif,andpeP

Prur(é1V ¢2, 1 72) = Prur(¢1, I7,i) V Prar(é2, I7,4)
Prar(¢1 A é2, 17 ,3) = Prar(é1, I7,3) A Prar(é2, I7,4)
Prur(X ¢,I7,i) = ¢
Prur(¢1 — ¢2,17 i) =
PTHT((Z517If,i) — PTHT(¢2,If,i)A
Prar(¢r, (T7, Tf)) —¢ Prar(¢2, (T),T!))
o Prur(p1 —e ¢2’ 71)
Prar(¢r, (T, T])) —e Pror(¢e, (T), T/))
o Prur(Ge,I¢,4) = Prur(é,17,i) A Go
o Pryr(Fo,I7,i) = Prur(¢,17,i) VF¢

In addition, T —* Lisreplacedby L; | —* ¢ by T;and d —* T
by T, for each formula ¢ and —* € {—, —.}. Furthermore, T V ¢
is replacedby T; LV Lby 1; LA¢by Lyand TAT by T.

(L,
ot
PTHT(YQZ57 ,i) = Prur(¢, I{:l) ifi > 0, otherwise L
(
(
(

Note that we do not apply the progression recursively on the future
states, but we indeed apply it recursively on the sub-prefix of the
trace, as we assume to have access to the current and past states.

Let us denote the recursive application of the progression over a
finite trace of length k + 1 in the following way

Definition 6 (THT progression over prefixes). For any THT-prefix of
length k + 1 and formula ¢ € L, the application of the progression
10 ¢ over I is defined as

Prar(¢,17) = Prar(... Prar(e, I7,0) ..., 17 k) (3)

We have now all the definitions needed to state the main result of
this section.

Theorem 1 (THT verdict on prefixes). For every THT-prefix 17,
trace O of observations, and formula ¢ € L, progression leads to
the same verdict of the ES. HT, Semantics, i.e.,

Prur(¢,17) =v = I’ EQyrp, ¢ = v, forv e {T, L}.

4 Progression for TEL

For progression of TEL formulas, we start with a 3-valued semantics.

Definition 7 (T'E L3 semantics). Let T7 be a TEL-prefix of length
k, & € L, and O be a trace of observations. Then

T if T/ 0k bgEL 9,
L if TWfe, ¢V (H,T) € ext((T',T7),0),

?  otherwise.

el ’:?ELg o=

The following example explains why we require minimal LTL
models in Definition 7.

Example 1. Ler us consider first 9 = G(—-—p — p), i.e, a TEL
tautology. In this case, we have that each trace T is a temporal equi-
librium trace, and we conclude that T' ':%ELs ¢ = T for any
possible O.

Let us focus on an LTL tautology that is not a TEL tautology. Let
¢ =T, and T = (0 is the prefix of lengh 1. Then, because of mini-
mality, the only possible extension that is a TEL trace is the TY 0"+,
which is indeed the minimal LTL trace modulo observation O. There-
fore, TV FQpr, ¢ = T.

Given'T' = (), let us analyze now a more interesting LTL tautology,
¢ = GFp VvV GF-p. Thanks to minimality in the Here, the only
extension of T that is an equilibrium trace is the one p € T; if and
only if p € O;. We conclude also in this case that T ':TELg ¢p=T.

Definition 8 (TEL progression on a prefix of a trace). Ler T7 be
a prefix of a TEL trace and ¢ € L a TEL formula. Then the TEL
progression of ¢ on T7 is defined as

T if¢ =T, andy(H?) =
Proc(é. TN =8 L if¢' = L or(H') =
?  otherwise,

1 forall H c T

where ¢ = Prer(¢, (T, T7)), w(H') = Prar (¢, (H',TT)).

Theorem 2 (TEL verdict on prefixes). Let TY be a TEL-prefix of
length k, O be a trace of observations, and ¢ be a formula. Then
progression leads to the same verdict of the Er g, semantics, i.e.,

Pren(¢,TY) =v = T/ EQpp, ¢ =, forve {T,1}.

T for some H ¢ T



Example 2 (GF —p). Let ¢ = GF —p, O = 0* and T = 0, then
Prer(¢,T7) = 2, and T? Erpr, ¢ = T. Therefore,

T Efpr, =T =% Prec(s,79)=T
Prer(¢, Tf) =7 =& 77 ':gELg ¢ =7

Example 3 (GF p). Let = GF p, O = 0% and T = 0, then
Prer(¢, Tf) = 7 and T’ EreL, ¢ = L. Therefore,

T Efpr, ¢ =1 =5 Prec(,77) =1,
Prec(¢,T) =7 = TV FQpr, ¢ =7

We also notice that both the 3-value THT and TEL logic intro-
duced in Definitions 4 and 7 take the observation trace into account,
but the respective definitions of progression 5, 8 do not. The reason
is that we are progressing a prefix of a trace and we assume to have
the observations already encoded in the trace. Given a finite trace
I¥ = (H7,T7), we extend the definition of <o over finite prefixes
by H' <o T ifforeachi = 0,...,k — 1, O; C H; and exists
i €{0,...,k— 1} such that H; C T;. If we replace H C T/ with
HY <o T in Definition 8, Theorem 2 still holds.

5 Computing the Intersection of TEL Traces

In this section, we describe an algorithm to compute online the in-
tersection of all the equilibrium traces of a given temporal program
7, and an incoming trace of observations O. During the computa-
tion, it may happen that the truth value of one atom is determined not
only by other non-future atoms, but also by future atoms, e.g., p: —
X (q) .. In this case, if we are not able to determine the truth value
of the atom, we may delay the computation, by pastifying an atom,
i.e. adding a previous operator, obtaining, for instance, Y (p) : — ..
Furthermore, we may instantiate some dynamic or fulfillment rules,
adding them to the initial part of the temporal program. Therefore,
during the computation, we may deviate from the Definition 3.

In order to clearly define the set of atoms whose truth value we
can compute, we proceed by introducing the dependency graph for
programs with possibly disjunctive rules.

Definition 9 (Dependency graph). The dependency graph of a logic
program T is the directed graph DG = (N, Ex{+, —}) where (i)
each atom of 7 is a node in N, (ii) there is a positive (resp. negative)
arcin E from anode a to anode bifa € H(r)andb € BT (r) (resp.
b € B (r)) for some rule r in , and (iii) for every rule r in w and
a # b € H(r), there is a positive arc from a to b in E.

Given the definition of the dependency graph, we can now intro-
duce the following concept.

Definition 10 (Negative dependency). Given a logic program 7, and
its corresponding dependency graph DG, we say that an atom p
depends negatively on q if there exists a path from p to q passing
through a negative arc.

Furthermore, we say that a set U of atoms is closed under negative
dependencies if ¢ € U holds for every atom ¢ such that some atom
p € U negatively depends on q.

Example 4. If we apply Definition 9 to the following logic program,
we obtain the dependency graph in Figure 1.

—next(b) — a, aVb, next(b)
Furthermore, by applying Definition 10, we see that U =) is the
only set closed under negative dependencies not containing next(b),
as both a and b depend negatively on next(b).

.
[meat(b) o——fa ]
+

Figure 1: Dependency graph of the program of Example 4

In order to compute the intersection of all the equilibrium traces
with a stream of incoming observations, we resort to some splitting
techniques to decompose the program into a lower and an upper part.
Intuitively, the lower part refers to the part of the program related to
the current and the past states, while the upper part is related to fu-
ture states. As we are interested in deriving as many facts as soon
as possible, we extend the Splitting Theorem. We define two new
functions that resemble the ey and by functions of the Splitting The-
orem, respectively filter and progress. Instead of requiring U to
be a splitting set, we have the more relaxed requirement of being a
set closed under negative dependency. We first define filter.

Definition 11 (Filter). Given a logic program ™ and U C P, we let
filter(m, U) consist of all rules r € 7 that contain only atoms from
U and where each negative literal —p occurring in v depends only
on atoms in U.

We are now ready to introduce the reduction skep_prog(m, C,
B, U). Besides the program , it takes as input a set C' of atoms
that are considered to be proved, a set B of atoms that may possibly
be proved, and a set U of atoms closed under negative dependencies.

Definition 12 (Skeptical Progress). Let us consider a logic program
m, and C,B,U,U® C P, where U® is the maximal splitting set of
7 contained in U. Let us define skep_prog(n,C, B,U) = 7’ to be
obtained by removing all the rules r € m, such that either

i) thereisap € H(r) suchthatp € C,
ii) thereisap € BT (r) such thatp € U* \ B, or
14i) thereisap € B~ (r) suchthatp € C.

From each remaining rule r, all positive literals p € are deleted, and
all negated literals —p such that p € U® \ B are deleted.

The following theorem says that by a proper application of the
filter function on the progress function, we are able to compute an
answer set of the program 7. The intuition behind Theorem 3 is that
given U, you can filter rules that are defeasible with respect to atoms
in U only, where a rule is defeasible if its body depends on some
negated by default literal.

Theorem 3 (Non-Defeasible Splitting Theorem). Let U be a set of
atoms closed under negative dependencies w.r.t. a logic program T.
Then 7 has an answer set Z only if Z = X U'Y such that

o X is an answer set of filter(mw,U) and
e Yis an answer set of skep_prog(m, X, X,U).

The converse holds if each rule v € filter(mw,U) with disjunctive
head satisfies H(r)N(U\U?®) = 0, where U* is the maximal splitting
set of w contained in U.

If we compare Theorem 3 with the well-known Splitting Theorem
[24], it is interesting to stress that Theorem 3 uses a notion of being
closed under defeasiblity, while the Splitting Theorem requires the
splitting set to be closed under definition, i.e., for each atom p in
splitting set S, all atoms occurring in a rule r that defines p should be



contained in .S as well. Notably, for normal (disjunction-free) logic
programs Theorem 3 extends the Splitting Theorem, providing an if
and only if characterizations of answer sets.

As we are interested in the computation of the intersection of equi-
librium traces, we exploit Theorem 3 to prove the following.

Theorem 4 (Skeptical Non-Defeasible Splitting Theorem). Suppose
U C P is closed under negative dependencies w.rt. a logic pro-
gram 7. Let C and Cx (B and Bx ) be the skeptical (brave) conse-
quences of  and filter(m,U), respectively, and let C'y (By ) be the
skeptical (brave) consequences of skep_prog(mw,Cx, Bx,U). Then
Cx UCy CCand B C Bx UBy.

We remark that for normal logic programs 7, we in fact can show
that in Theorem 4 Cx UCy = C and B = Bx U By holds, i.e. the
cautious and brave conclusions remain invariant under progression.

Even if the results just stated are related to logic programs in gen-
eral, in our framework we are interested in selecting U as the largest
set of atoms closed under negative dependency containing only past
atoms or present atoms, currently appearing in the temporal program.
Le., atoms preceded only by a non-negative number of previous op-
erators, that is Yip with ¢ > 0. For convenience, let us introduce
the notation history_atoms(minie) = {Y'p | Ir € Tiny and
Yip € litsT () Ulits™ (1), > 0} for the past time literals in 7.

Now we have all terminology to present our reasoning algorithm
(Algorithm 1). At the very beginning, it copies the initial segment of
the temporal program in 7; (line 2), then it instantiates rules from
the dynamic part and from the fulfillment part via the function inst,
adding them to the initial part of the program (line 4).

Next, it computes U;, the set of current and past atoms such that
they are closed under negation (line 5). It filters out the program m;
using U as the filtering parameter, obtaining a new filtered program
ms (line 6). If there is no local answer set, instability is detected and
it is signaled to the user (line 8). Otherwise, if m; admits a stable
model, its skeptical and brave consequences (respectively C';, and
B;) are computed, and the skeptical consequences Cj are fed into the
output trace (lines 10-12). Once C; and B; are available, they can be
used to simplify the program via the application of skep_prog (line
13). The intuition of (line 14) is to add a previous operator before
atoms appear in the initial segment (see Defn. 13 for details).

Algorithm 1 Main algorithm. Input: 7, O. Output: Skeptical trace
I:1:=0
2: 71'2 1= Tinit
3. while T do
4 7li= 7wl Uinst(Tayn) Uinst(mra) U O;
5. U!:= history_atoms(nwl) \ get_neg_deps(r?)
6:  my:= filter(nl, UL)
7.
8
9

if 7 does not admit any answer set then
noStableTrace Error
: endif
10:  C; := skeptical_conseq(ry)
11:  B; := brave_conseq(my)
12:  feed_skeptical_trace(C;)
13: @l = skep_prog(wi,Cy, Bi, U;)
14:  witt = pastify(nl)
15: i:=1+1
16: end while

Definition 13 (Pastify). Given a temporal program of form © =

Tinit, pasti fy(m) results by rewriting its rules as follows: rewrite

o Vi, Y+ by, VZ:m+1 “Y'*by, — \/2:1 Ykey, to

Vic, Y by VZ:erl Y — vi@:l Yot
) Yiq%Yipv...vap to YinHYipV...p\/Fp; and
° Gq/\q/\...Yiq—>Yip to GquA...Yi+1q—>Yi+1p.

In what follows, we present different results with the aim of show-
ing that the algorithm computes an approximation of the intersection
of all equilibrium traces of the input program 7 modulo observations
O. For simplicity, we assume that the observations added in Algo-
rithm 1 as facts at run-time are already encoded in the input program.
Set operations such as intersection, union, and set minus over traces
must be considered state-wise.

Definition 14 (Unfolding). Given a temporal program w and k > 0,
the temporal program unfold(r, k) contains (i) all rules in Tin:+ and
(ii) for each rule r = /\;?:1 b AN} —pyr ~byr — \/2:1 ch, where
all bjs, b;: and cy, are positive temporal literals, in Tayn U gy the
rules r; = T[Xi],fO}’ each 0 < i < k, where

T[Xi] = /\?:1 Xibj A /\;‘l/:k-‘-l _'Xibj' - Vlhzl X'cn

Notice that unfold(m, k) can be viewed as a non-temporal ASP
program that contains a set of atoms from P* = {Xip:pecP
fori = 0,...,k}. Given a set T% C P*, we define trace(T"),
as the prefix of a trace starting from 7%, as follows. If p € T*,
then p € trace(T*)o. And, if X'p € T*, then p € trace(T*);
for each 0 < 7 < k. Using this notation, we can introduce the
limit version for k — oo, obtaining P*, 7 = unfold(w)*, where
unfold(mw) = unfold(w,1). Furthermore, if T is a set of atoms in
7w, then trace(T*) is the corresponding infinite trace. In order to
simplify notation, we will use 7' = trace(T*).

Theorem 5 (Trace Equivalence). Let w be a temporal program with-
out fulfillment rules. Then T is a stable model for = iff trace(T*)
is an equilibrium trace for w. Furthermore, if in the latter case
trace(T®) E g for a set v of fulfillment rules, then trace(T*)
is an equilibrium trace for U T f.,.

Let 7 = wunfold(mw)® be an unfolded temporal program ,
7r2 = 7% and U* maximal subset of U;—o,.. ;P’ closed under
negated dependencies in 7. Let us denote by 7 a generic answer
setof filter (), U"). We define 7, = skep_prog(n*, T, T",U")

for some T non-deterministically chosen. Then,

Theorem 6 (Sequence Non-Defeasible Splitting). Let 7 be a tempo-
ral program without fulfillment rules. If ™ admits a temporal equi-
librium model T, then T = trace(UiZOTi), for some sequence
T°,T,... is an equilibrium trace of . Furthermore, if T F T ful
for some set Ty of fulfillment rules, then T' = U T fy,.

Theorem 5 and 6 just presented pertain to properties that establish
arelationship between models of the unfolded program 7* and those
of the original one 7, as well as a property about splitting a tempo-
ral program using the newly introduced concept of Non-Defeasible
Splitting. However, in certain cases, it may be possible to observe a
finite number of equilibrium traces and a large number of local an-
swer sets at each step of the computation. Consequently, determining
a single trace would require an accurate guess of the 7 stable model
at time step ¢ to be utilized during the program’s evolution. Since a
non-deterministic choice is involved, some backtracking procedures



would also be required. To address this challenge, our proposed algo-
rithm aims to compute an approximation of the unique intersection
of all the equilibrium traces, instead. Theorem 5 and 6 can be used to
prove their skeptical counterpart.

Denote by AS(m) the set of all stable models of a logic program 7.

Theorem 7 (Skeptical Equivalence). Let 7 be a temporal program
without fulfillment rules. If ™ admits an equilibrium trace, then
trace((VAS(n*)) = TEL(~).

Let 7 be the unfolded temporal program 7. 74 = 7° and U*
maximal subset of U;—o,.. ;P? closed under negative dependen-
cies in 7. Let us denote by C?, and B’, respectively, the skeptical
and the brave consequences of filter(w;, U?). We define 75" =
skep_prog(th,C*, B', U*). Then,

Theorem 8 (Sequence Skeptical Non-Defeasible Splitting). Let 7 be
a temporal program where g = 0. If T has an equilibrium trace,

trace(U,;>o N AS(mh))
trace(U;so UAS(7h)) 2 | TEL(x).

We can extend Theorems 7 and 8, which are already applicable to
a temporal program m = Tni¢ U Tayn, to include also a set of fulfill-
ment rules 7¢,; under some assumption. Syntactically, (i) for each
rule r € 7y such that p € H(r) or Fp € H(r), p can occur only
in heads of 7, or with r added, would not feed back to the compo-
nent in which ¢ occurs in a modular program decomposition such as
program splitting. Otherwise, (i¢) for Fp € H(r), we may instead
require the observation trace O to be fair with respect to p, i.e., in-
finitely many observations of p must occur. Under such constraints,
if trace(T) Ergr 7w holds for each T € AS(7*), then we can
replace TEL() with TEL(7w U7 ¢,;) in both Theorems 7 and 8. In-
tuitively, case (¢) holds because p can be proved at the very last step
and its truth value does not affect the other atoms in the answer set.
Case (4i) holds because thanks to fairness on the observation, if we
prove Fp, we do not have to do any guess where to add p in the trace,
but just wait for the next occurrence in O thanks to minimality.

In Theorems 5-8 we deal with the 7 ¢, part of a program differ-
ently from the 7, and mqy, parts. Let us consider the following
simple program m = Tinit U Tayn U 7w, where minie = {p},
Tayn = {~p,q — L} and wpy = {p — Fq}. There is only one
equilibrium trace for m, viz. the trace {p, ¢}, 0, which trivially coin-
cides with the intersection of all equilibrium traces. However, if we
proceed as in Algorithm 1, we only compute the local intersection
and union of all the stable models, but we never make a guess where
to fulfill Fq. Therefore, we can fulfill in our approach a promise Fq
only if we derive ¢ by some other rule in the initial or the dynamic
part. On the other hand, by admitting some fulfillment rules more
expressive possibilities are offered.

We point out that we cannot apply Theorem 8 directly to Algo-
rithm 1 because it refers to the unfolded version of the input pro-
gram 7%, while in Algorithm 1 rules are added at runtime and the
state-counter ¢ is incremented at each step. However, we can still ex-
ploit Theorem 8§ as it is not hard to see that for each rule r, we have
IiEr < I,i+1Epastify(r) <= I,0E X'r.

N

ﬂ TEL(w) and

6 Case study: Temporal Strategic Companies

Strategic Companies [5] is a well-known Zf,—complete problem
that has been used for systems comparisons, also in ASP competi-
tions [17, 20]. In the original Strategic Companies problem, a collec-

tion C' = ci, ..., ¢ of companies is given. Each company ¢; pro-
duces some goods from a set G of goods and is possibly controlled
by a set W; C C' of owner companies, for each: = 1,...,m. A set
C’ C Cis a “strategic set” of companies if it is C-minimal among
all sets such that (1) the companies in C’ produce all goods in G, and
(2) if W; C C’, all companies c; owned by W; must belong to C”.

For the presentation of this problem, we will assume that (¢) each
product is produced by at most two companies, and (¢¢) each com-
pany is controlled by at most two companies.

That product g € G is produced by co and c; is represented by
prBy(p, co, c1), that co and ¢1 control ¢ by ctrBy(c, co, ¢1)., and
that ¢; belongs to the strategic set by str(c;).

With this notation, we can now encode the previous conditions:

prBy(P,Co, C1) — str(Co) V str(Cy),
ctrBy(C, Co, C1) A str(Co) A str(C1) — str(C).

A company c; is unnecessary, unn(c;), if it does not belong to the
strategic set; this is expressed by

=str(C) — unn(C).

Since the set of ownerships and the set of companies producing
each good can change over time, in this example, we want to reason
whether two given companies can be unnecessary in two consecu-
tive time steps. For this purpose, we will include the corresponding
property for each company consisting of the following two rules:
unn(c;) A X(unn(c;)) — prop(c;),
—prop(c;) — negProp(c;).

By introducing prop(c;), we are able to identify which property
has been violated. This is a difference from usual LTL monitoring,
in which one single automaton combining all the properties is built,
which does not allow distinguishing between violations.

Unless new information is given, ownership and productions re-
main unchanged. This inertia principle can be encoded as follows:

prBy(P, Co, C1) N =X (chg(pr(P))) — X(prBy(P, Co, C1)),
prBy(P, Co, C1), X(prBy(P,C2,C3)) = X(chg(pr(P))),

where Cy # C2 or Cy # Cs; similarly for ownerships.
‘We may monitor temporal properties on the observations, such as:

prBy(p, 00701) — F(pTBy(pv C0700) \/prBy(p, 01701))7 (P])
prBy(p, co,c1) —
pTBy(p7 60761) U (pTBy(pa CO,CO) vaBy(p7 61761)) (Pz)

Property P1 requires that if the product p is produced by co and c;
at a certain point, that product will eventually only be produced by
one of the two companies. Property P2 indicates a convergence in
the companies producing a good. That is, if product p is produced by
companies co and c1, they must keep producing it until it is only pro-
duced by one of them. While we omitted the until operator U here, it
can be expressed in the normal form using the X and F operators and
auxiliary predicates. As already mentioned after Theorem 8, fairness
in the observations is assumed to ensure the approach remains valid.

We encoded this problem with the presented properties in an open-
source prototype that uses the Clingo [19, 25] API for Python. A user
can input a temporal logic program and enter new observations at
each time step, as well as translate a TEL formula into normal form.
The number of companies (3) and products (2) was not changed for
the different tests as it did not affect the patterns we observed. The
property related to a company being unnecessary in two consecutive



steps was also successfully included but it did not affect the number
of rules. The results of the tests are shown in Figure 2.

In the the case of property P1, the initial state fires the rule of the
property, making the program wait for the atom inside of the F'. As an
optimization, fulfillment rules of type G(p — Fq) are not instanti-
ated when the rule has been fired in the past and ¢ does not depend on
the future. Without optimization, as the rule by inertia fired in every
step the number of rules keeps growing until an observation arrives
that makes the head of the rule true (step 40). If no observation would
have arrived, the number of rules would have kept growing. In step
42, a new observation arrives making the body of the rule true, which
makes the number of rules start to grow again.

The traces of observations to test property P2 consisted in (T1) no
observations, (T2) one observation at step 2 that makes the head of
the rule true, and (T3) like (T2) but for every step. Since some of the
rules in the program are simplified when the property is satisfied, we
can see in Figure 2 that with the trace (T3), the number of rules is
lower than with the other two traces. Since (T1) and (T2) are very
similar, their respective program evolutions are almost overlapped.

The number of rules keeps growing at each step due to the instanti-
ation of the dynamic and fulfillment rules. This is because the normal
form from [2] results in future dependencies, which does not allow us
to simplify the program at each step as it happened with property P1.

450 ~
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Figure 2: Evolution of the case study with property P1 containing the F
operator (left) and property P2 containing the U operator (right).

7 Related Work

In the field of Al, there are other related approaches to reason about
temporal properties, particularly in the context of stream reasoning.
Streamlog [32] is a temporal Datalog language where the specifi-
cation is expressed as a set of rules with time-stamped predicates,
similar to the work in [29]. It is also interesting to point out some
syntactic restrictions introduced in [32]. Requiring time stamps of
the head to be greater than the time stamps of the body gives the
possibility to easily compute a local stratification and obtain then a
unique trace. We could investigate further these restrictions to use
our algorithm for trace generation purposes, too. In particular, given
a locally stratified program 7;,+, our algorithm eventually returns a
prefix T such that Prgr, (minit, T7) = T. Therefore, by applica-
tion of Theorem 2, T FTELs Minit = I.

Other works such as LARS [10, 9] provide streaming reasoning
capabilities with rules using temporal operators such as always
and eventually (but not until or release) that are evalu-
ated within a finite window of time points. In contrast, our approach
is geared to all temporal operators of LTL [28].

The solver TELINGO [15] also deals with TEL/THT, but is dif-
ferent from our approach in several respects. First, only it handles

finite equilibrium traces, while our algorithm computes the intersec-
tion of infinite TEL traces online. TELINGO is more geared to tasks
like planning with a finite horizon, while our algorithm addresses the
monitoring problem. Furthermore, TELINGO has some syntactic con-
straints such as disallowing future operators in rule bodies and past
operators in rule heads. In our approach, instead, future operators can
occur both in heads and bodies. Another difference is that TELINGO
uses incremental reasoning in ASP, while we use progression-based
monitoring by rewriting the formula to be monitored at each step.

STELP [14] is another ASP solver for TEL that addresses a re-
stricted class of temporal logic programs called "Splittable temporal
logic programs" [4]. It handles temporal operators like always and
until as constraints (the head of their rule is empty): this is help-
ful when one wants to discard particular TEL models. Instead, under
some restrictions we can use always and until also for generat-
ing models (the head of the rule can also be non-empty).

In [13], the authors provide an approach to construct a Biichi au-
tomaton accepting TEL models. However, it is particularly compu-
tationally expensive (due to EXPSPACE-completeness of TEL satis-
fiability) and to the best of our knowledge has not yet been imple-
mented. Another important difference with the automata-based ap-
proach is that in our approach it is easier to monitor multiple formu-
las in parallel and we can provide an explanation of the violation, by
identifying the subformula responsible for it.

Our approach takes inspiration from the rewriting-based approach
for runtime verification proposed first in [30], where the authors em-
ployed the Maude system [18] as a rewriting logic engine to im-
plement LTL rewriting rules. Later, the authors of [7] leveraged
a progression-based monitoring approach for LTL formulas using
rewriting in the context of decentralized monitoring. A problem in
this setting is that to satisfy the LTL specification, each node may
need to know at a certain moment whether an event/proposition has
occurred in another node before the next synchronization step. This
problem is solved by rewriting the formula using a past operator in
front of the formula when it contains propositions controlled by other
nodes: in this case, the verdict is delayed until the synchronization
with the other nodes occurs. We also use this trick but in a completely
different context. In the ASP setting implication is interpreted differ-
ently than in LTL. For example, if we have a formula Xp — ¢ in the
classical interpretation corresponds to = Xp V ¢ and will result in the
verdict true if ¢ occurs at the current moment or will be rewritten in
the obligation —p to be held in the next step. However, in the ASP
setting, it is not enough to have ¢ true in the current moment, as the
truth of ¢ must be justified, which fails if Xp is false in the future;
this is why the body is rewritten as Y q using the past operator.

8 Conclusion and Future Work

In this paper, we presented a novel approach to temporal reason-
ing using the progression technique for Temporal Here and There
and Temporal Equilibrium Logic. Our approach allows for non-
monotonic reasoning over a trace of observations, providing the
means to compute logical consequences of a temporal knowledge
base over time. We presented the theoretical foundations to apply
progression to these logics and proposed an algorithm to monitor dy-
namic systems that has been implemented as a proof-of-concept.
Our work contributes to the growing interest in the application of
temporal reasoning approaches and non-monotonic logics. By using
the progression technique, we have shown that it is possible to go be-
yond the usual LTL online computation and provide a more expres-
sive approach to temporal reasoning. This can be useful in various



domains, such as robotics, control systems, and autonomous vehi-
cles, where real-time monitoring and decision-making are crucial.

In addition, we identified some future lines of work to improve and
extend our approach. These include the inclusion of explicit negation
and assumptions, the use of variables in the implementation, consis-
tency analysis, optimization of the algorithm, and the encoding of
norms and exceptions. Furthermore, the usage of paraconsistent pro-
grams could be an approach to include assumptions. We will also
apply this technique in a real-world case study to further validate our
approach. Overall, our findings show the potential for our approach
to be used in a variety of dynamic systems, paving the way for future
research in this area.
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Appendix. Proofs

In order to simplify the proofs, we introduce the following Lemma
that is a direct consequence of the Definition 1 of satisfaction for the
THT logic.

Lemma 1 (Derived THT-Satisfaction). We can derive the following
cases for the THT-Satisfaction:

e (HT),kEGoif(H,T),kE¢pand (H,T),k+1EG¢

o (HT),kEF ¢iff (H,T), k' E ¢forsomek’ >k
Furthermore, if we admit the implication symbol — . in the grammar
(1) and extend the semantics of THT with the following entry:

° <H7T>ak':¢*>cwlﬁc<TaT>7k V(ﬁ, 0r<T’T>7k': w
o then,
<H T> k':¢*>ww¢{<HaT>,k}F:¢)_>¢’and

(H,T),kE ¢ —ct

Hereon, if not stated otherwise, we are going to use the extended
semantics introduced in Lemma 1. Furthermore, since temporal THT
formulas can be rewritten into a strongly equivalent formula with
only X, G, and F as temporal operators, we will not consider oper-
ators like U or R in the following proofs, in order to keep the expla-
nation closer to the temporal normal form used in our algorithm.

Let us introduce the following notation. Given a finite trace
I[J;H.,j] = <Hf7Tf>[i »»»»» 1= <Hi’Ti>7 <Hi+1vTi+1>v RN <va TJ>’
where I7 is of length £ and 0 < ¢ < j < k. The proof of the fol-
lowing Lemma is omitted since it follows directly from Definition 5.
We just observe that the requirement of not having future operators
{X,F, G} as an argument of the previous operator Y is needed.

Lemma 2. Let us consider the prefix I' of length k+1, the following
properties hold for 0 < i < k and forall ¢ € L

PTHT(J—yf[j;,_k]) =1 @
Prur(p,If, ) =Tifpe H/ Q)
PTHT(pvl[j;“k]) =Llifpg H (6)
Prur(¢V I, [i...k] ) = Prar (o, I[J;.k]) Vv PTHT(w’I[J:»-k])
(N
Prur(¢ A 1/% [i. k]>) = Prur(¢, [[};‘.k]) A Prar (i, I[J;»-Jv])
(3)
Prar(é — o, I ) =
Prur(¢, [[J;.“k]) — Prar(y, I[fzk]) A ©)
Pror(é, (T, Tf)[imk]) —e Prar(y, (T7, Tf>[i~-k])
Prar(Go.0f )= N Prav(@df_g)nGé ()
J=1,...,k
Prar(F 6,1, ) V Pror(6, 15 )V Fo

.....

10

if k = i, otherwise

f ¢
PTHT(X (;ZS;I[Z]C]) {PTHT(¢, +1 ])
(12)
1 if t = 0, otherwise
f _ )
PTHT(Y ¢7I[’Lk])7 {PTHT((]S,I[f ) k])

13)

Lemma 3. Let Ij;, . k) be a segment of a THT trace I, 0 < i < K,
and ¢ € L a THT formula. Then,

Lik ¢ iff I,k = Prar(o, Iy, k)

Proof. We proceed by structural induction on the formula ¢.

Consider the case ¢ = L. Then, 1,7 I | by Definition 1. Further-
more Prur(L,I};.. k) = L by Lemma 2. Furthermore, we also
have I, k ¥ L again by Definition 1.

We proceed in a similar way for ¢ = p, where p € P. Then, by
Definition 1

I,ikFpiffp € H;

By Lemma 2 if p € Hy, then

Prar(p, Iu,..6) =T

yeees

And by Definition 1
I kE PTHT(p, I[

,,,,,

The case p € H; is similar.
Let us first consider the case ¢ V 1 for the induction step. By
Definition 1
By Def. 1

LiEovey 2= T ik dorl,iE
By Ind, Hypothesis | I, k & Prar(#, I};,... k), or
{[, kE Prar(¥, 1. K)
LkE Prar(¢, Iy, 1)) V Prar(¥, ]|
LkE PTHT(¢V’¢,I[7, )

A similar argument can be used for ¢ A 1.
Let us analyze the implication case.

By Deﬁnm()n 1

By Lemma 2

By Def. 1

liE¢ -y =
IiF porl ik ByInd&)thesis
(T, T),ipor (T,T),i E
I,kVPTHT((fJ,I[ ’k])Ol”I,k":PTHT(’ILY,I[I"W’;C])
(I,T),k ¥ Prar(é, (T,....k), Ths,... k) OF
(T,T), k& Prar (¥, (Tii,...», T

By Definition 1 and Lemma 1
<~

.....

Ik Prur(¢,Iu. 1) — Prar (¥, i, k)

Ik E Pruar(é, (T,... k) Thi,... k1)) —e Prar(, (T, 6, 1),
ByLemmaZ [ k} ): PTHT(¢ R w,l[l )
Let us consider the case G ¢. We have that
[iEGo ™2 [ icdandl,i+1Fpand ... I,kE ¢ AGo

By Ind&)them [ k E PTHT(¢, I[l ) and

Ik E Prur(é,I41.. k) and . [ k& Prur (G, Ir)
ByDcf 1 I kE /\ PTHT(¢’ I[]vk]) A PTHT(G¢7 Ik)
G=iyeek—1
ByDe(SI kE /\ PTHT(¢7I[] k])AG¢
J=t,...,k
Bchmmazl kE Prur(G ¢,1j;...x))



The proof of the eventually case (F' ¢) follows the same schema of
the always one (G ¢). If the formula consists of X ¢ and ¢ < k, then
By Def. 1

I,i EX ¢) 3 Del, I,Z-ﬁ- 1E ¢) ByInd.Hygolhesis

IkE Pruar(é, I, k) WEL T kE Prar(X ¢, In,...k))
Otherwise if i = k,

By Def. 1

IiEX ¢ <= I,kE Prur(¢, Ijiqa,.. 1
I7k F PTHT(X ¢, I['L,,k])

By Lemma 2
) =

The case with the previous operator follows a similar proof. O

We can now derive Theorem 1.

Proof of Theorem 1. Let IT be a prefix of a THT trace of length k,
O be a trace of observations, and ¢ € £ (where in subformulas Y v
of ¢ future operators do not occur). We have to show that

Prar(o, 1) =v = ' FQur, ¢ =0, forv e {T,L}.

According to Lemma 3, given a prefix f = [0,....x] of any THT-
trace I and a formula ¢ in £, we have that

I,0F ¢iff I,k E Prar(é,Io,... k)-

Therefore, if Prur (¢, I, .. x) = T, we have 1,0 & ¢; as this
holds for every extension I of I we obtain I/ Frgr, ¢ = T.
Similarly, if Prar(¢,Ijo,....x)) = L, thensince I, k i L, it follows
that I, 0 ¥ ¢, and as this holds for every extension I of I £, we obtain
I’ Erpr, ¢ = L. The result then follows by the fact that 7 Er g,
¢ = v implies IF P%HTg ¢ =wv, forv e {T, L}, since ext(If,0)
restricts the extensions I of I¥ to consider. O

.....

To prove Theorem 2, we first prove some lemmas.

Lemma 4. For any finite trace TS and formula ¢, we have
PTEL((f),Tf) =T = Tf EreL (f) =T

Proof.
By Definition 8

Prec(o, T =T

By Theorem 1
—

Prur(¢,(T7,T7)) = T, and
Pryr(, (HY, TH)) = L forall Hf ¢ T7

By Definition 4
——

(T, 7Y Frpr, ¢ =T, and
(H!, 77y Erpr, ¢ = L forall HY ¢ T7

(T, T)E ¢¥(T,T) € ext((T!,T7)), and
(H,T) ¥ ¢V(H,T) € ext((H', T?)) forall Hf c T/

By Definition 2

(T10%, T70%) E ¢, and
(Hf9», T59%) & ¢ forall H C T

Since it is the only minimal extension, by Def. 7
—

TY0% ErpL ¢

T Erpr, o=T
We note that the result generalizes from Frgr, to EQy L, for any
trace O of observations. To this end, the unique minimal traces Ho

and To in ext(H, O) resp. ext(T’, O) are considered (if O is not
compatible with 7', the statement is vacuously true). O

Lemma 5. Given a finite trace T? and a formula ¢, we want to
prove: Prpp (¢, T) = 1L = T Erpr =L
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Proof.
Pron(¢,T7) = L By Definjtion 8
Prir(6,(T!,T7)) = L or
Prur(, (HY, 7)) = T forsome Hf ¢ T*

By Theorem 1
>

By Definition 4
—

<Tf7Tf> FErury ¢ = L, or
(Hf, 79 Erpry, ¢ = T forsome H ¢ 77

(T, T) ¥ ¢¥(T,T) € ext((TT, TF)), or
(H,T)E ¢V(H,T) € ext((H?, T*)) for some Hf c T

Let us choose one such H7 if some exists. For all possible extension
T of TY, and H of H'.

{(T,T) H ¢ ,or

by Definition 2
—

(H,T)F ¢

. By Def. 7
For all T" extension of Tf, T HrerL ¢ ety
T! Erpr, ¢ = L
As in the proof of Lemma 4 above, we note that the result generalizes
from Frpr, to EQp 1, for any trace O of observations. O
We are now ready to show Theorem 2.

Proof of Theorem 2. In Lemmas 4, 5, we have already shown that

o Pre(6,TH) =T = T/ Erpr ¢ =T, and
o Pre(6, T =1 = T/ Erpr o= L.

Similar as above, we note that 77 Erpr, ¢ = v implies TV EQ 5,
¢ = v, forevery v € {T,_L} and trace O of observations, which
proves the result. O

Let us introduce first the definition of satisfaction for Here and
There (HT) logic and of Equilibrium Logic (EL).

Definition 15 (HT-Satisfaction). Given an interpretation (H,T'), the
satisfaction of a HT formula by (H, T is inductively defined as fol-
lows:

) Epiffp € H, forany atomp € P
YEOVYIf(H,TYE ¢por (H,T)E Y
YEGAYiff (H,T) E ¢ and (H,T) F ¢
)
)

[ ]
o~ o~ o~~~

(T, TYH ¢ or (T, T) E 1, and
(H,TYH ¢or (H,T)EY

[ )
An interpretation (H, T is a model for a formula ¢ if (H,T) E ¢.

An interpretation (H,T) is total if H = T. Furthermore, given
two interpretations (H,T) and (H',T), we say that (H',T) <
(H,T) if H C T. We are now ready to introduce the semantics
of EL.

Definition 16 (EL-Satisfaction). A set T' is an equilibrium model of
a formula ¢ if the following two conditions hold. i) (T, T) E ¢, i.e.,
if T is a total HT model of ¢, and i1) H C T s.t. (H,T) F ¢ does
not exist, i.e., (T, T) has to be minimal.

Lemma 6. If a set S of atoms does not occur in the heads of a logic
program T, then each answer set S’ of 7 is such that S’ NS = (.



We continue with establishing the results of Section 5. To this end,
we shall derive a number of auxiliary results, some of which are of
interest in their own right.

We start by noting that

Lemma 7. Suppose (H,T) |= ¢ and let a € H be an atom. Then,
the substitution of a with T in ¢ leads to a new logic program ¢’
which has (H \ {a}, T \ {a}) as a HT model.

Proof. Let us consider ¢ a HT formula, and by ¢', ¢' = @[T /a]. We
can show that (H,T') is a model of ¢ with a € H iff (H',T') is a
model of ¢', where H' = H\ {a} and T" =T \ {a}.
We can proceed by induction on the complexity of the formula. If
¢ =pwithp € P\ {a}, then (H,T) F piff p € H by Definition 1.
Another base case is the following one: (H,T) F aiff (H',T') £ T.
Finally, we can easily see that (H,T) F L iff (H',T") E L by
Definition 1. The induction part simply follows from the Definition 1.
O

Lemma 8. Let (H,T) be an H-minimal model of a HT-formula ¢.
Then, the substitution of a € H with T in ¢ leads to a new logic
program ¢’ which has (H\ {a}, T\ {a}) as a H-minimal HT model.

Proof. By Lemma 7, (H',T') £ ¢’ where H = H \ {a} and
T' = T\ {a}. Towards a contradiction, assume that (H’,T") is not
H-minimal for ¢". Then (H",T") = ¢’ for some H"” C H'. Since p
does not occur in ¢/, it follows that (H” U {p}, T’ U{p}) EpA &',
which in turn implies that (H” U {p},T" U {p}) = ¢, as we can
resubstitute T in ¢ by p. Since H” U {p} C H and T = T" U {p},
it follows that (H,T") is not an H-minimal model of ¢, which is a
contraduction. O

Using Lemma 7 and 8, applying Definition 16, we can straightfor-
wardly conclude that

Lemma 9. Let 7 be logic program with S as an answer set. Then
the substitution of a € S in 7 with T yields a new logic program '
that has S\ {a} as an answer set.

Note that splitting sets are closed under union; hence there exists
always one maximal splitting set.

Lemma 10. Let U C P be closed under negative dependencies
w.rt. a logic program w, and let U® be the (unique) maximal split-
ting set of 7 contained in U. Then for every Z € AS(m) some
X € AS(filter(m,U)) exists such that (i) X|vs = X° and (ii)
Xlo\vs CY?, where

e X° is an answer set of bys (), and
o Y? is an answer set of eys (m \ bys (m), X?).

Proof. As U? is a splitting set of 7, by the Splitting Theorem [26]
every Z € AS(m) is of the form Z = X° UY* as in the statement.

As filter(w,U) C m, (1) the set U® is also as splitting set
of filter(w,U). Furthermore, (2) bys (filter(m,U)) = bys(m)
must hold. Indeed, every rule r € bys(filter(m,U)) is over U*®
and thus 7 € bys(w) as well. Suppose that some r € bys(7) \
bus (filter(m,U)) exists. By definition of filter(m,U), this means
that some negative literal —a occurs in the body of r where a depends
on some atom b € P \ U. However, U is closed under negative de-
pendencies, and thus b € U must hold, which is a contradiction.

In view of (1) and (2), by the Splitting Theorem each set X =
X*® U Y’ such that Y’ is an answer set of eys(filter(m, U) \
bus (filter(m,U)), X®) = eus(filter(m,U) \ bys(m), X?), is an
answer set of filter(m, U).
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We claim that (3) eys (filter(m,U) \ bus(w), X?) is a positive
program. Indeed, denote for any atom a by U, the smallest split-
ting set of 7 that contains a (which exists since splitting sets are
closed under intersection). If —a occurs in the body of a rule r
in filter(mw,U), we obtain U, C U as U is closed under nega-
tive dependencies. Furthermore, U, C U® by maximality of U?®.
It follows a € U®, and thus —a does not occur in rule bodies of
eus (filter(m,U) \ bys (7)), X°).

Now since eys(filter(m,U) \ bus(m),X?*) C eys(m \
bus(m), X?), Y? is a model of eys (filter(m,U) \ bus(m), X°);
by (3), every minimal model Y of ey (filter(m,U) \ bys (m), X*)
is an answer set of that program, and some Y’ C Y always exists.
This proves the result. O

We next consider progression at the level of single models, which
we shall then use to analyze progresson of the skeptical conse-
quences. To this end, we shall consider the general progression oper-
ator for inputs skep_prog(m, X, X,U), which we simply refer to as
prog(m, X, U).

Lemma 11. Let U be a set of atoms closed under negative depen-
dencies w.r.t. a logic program w. Then every answer set Z of 7 is of
the form Z = X UY for some X € AS(filter(n,U)) and some
Y € AS(prog(m, X,U)).

Proof. By Lemma 10, we have that some X € AS(filter(m,U))
exists such that X|ys = X* and X|¢\ps C Y (where U® is the
maximal splitting set contained in U), X* € AS(bys(m)),andY* €
AS(eys(m\ bus (m), X°)).

Consider prog(m, X°,U). This program coincides with egs (7 \
by (), X ?); this follows directly from Definition 12 and X° C U*.
Therefore, Y° € AS(prog(m, X*,U)). Since X|y\ys C Y?, we
can by Lemma 9 substitute atoms in X|¢\ys by T, obtaining as a
result Y € AS(prog(m, X,U)). O

Lemma 12. Let U C P be closed under negative dependencies
w.r.t. a logic program m, and let U*® be the (unique) maximal splitting
set of m contained in U. If every disjunctive rule v € 7 satisfies
H(r)n(U\ U?®) = 0, then for every X € AS(filter(m,U)) and
Y € AS(prog(m,U, X)) the set Z = X UY is an answer set of .

Proof. Let X € AS(filter(mw,U)) and Y € AS(prog(m, X,U)).
We show that X° = X NU° and Y* =Y U (X \ U”) are answer
sets of bys (7), and eys (7 \ bus (7), X ), respectively; then by the
Splitting Theorem [26], Z = X°UY® = (XNU°)UYU(X\U?®) =
X UY is an answer set of 7.

As in the proof of Lemma 10, we conclude that (1) X° = X|ys is
an answer set of bys (filter(m, U)), which coincides with bys (1),
(2) X\ X? is an answer setof 7’ = ey (filter(m,U)\bus (1), X°),
and (3) 7’ is a positive program such that 7’ C eys (m\bys (), X°).
Moreover, by the assertion of the lemma, (4) each rule » € 7’ is non-
disjunctive.

Suppose towards a contradiction that Z is not an answer set of 7.
Let Z' C Z be a witness of this. As X * is an answer set of by (),
we must have Z' NU® = X*. Thus Z’' N (P \ U®) C Y*° must hold.

By (3) and (4), we conclude that X \U® C Z’ must hold, as 7’ has
a unique minimal model (which is X \U®). Hence, Z'NU = X must
hold. Consider now prog(, X, U). This program is equivalent to the
program 7'’ that results from eys (7 \ bys(m), X°) by substituting
each atom a € X \ U® with T. Since each such atom is in Z’, we
obtain that Z' is a model of 7", and hence of prog(m, X,U). As
Z' C Z,thenalsoY' = Z' N (P \ U) is model of prog(m, X,U),



As Y’ C Y must hold, this contradicts that Y is an answer set of
prog(m, X, U). O

Now we have all auxiliary results to show Theorem 3.

Proof of Theorem 3. Let U be a set of atoms closed under negative
dependencies on atoms in P \ U w.r.t. 7. If Z is an answer set of T,
then by Lemma 11 there exist an answer set X of filter(m, X) and
an answer set Y of prog(w,U, X ) such that Z = X UY.

As for the converse direction, under the syntactic constriction on
disjunction in heads of rules r that H(r)NU \ U® = @, we can apply
Lemma 12, obtaining that if X is an answer set of filter(w, X) and
Y answer set of prog(m, U, X), then Z is an answer set of 7. O

Observation 1. We just observe that if S is an answer set of a logic
program =, then by GL definition, S is the minimal model of 7°.
Hence, for any atomp p € S, we can remove rules where p appears
positive in the body or negative in the head, and delete literals p in
the head and negated literal —p in the body of the remaining rules.
If p is not a credulous consequence of the program m, modifying the
program T in this way does not change the set of the answer sets.

We are now in a position to show also Theorem 4.

Proof of Theorem 4. Consider a logic program , and let U C P be
a set of atoms closed under negative dependencies. Let again U® de-
note the maximal splitting set of 7 such that U® C U. Let us denote
(i) by C and B the sets of the skeptical and the brave consequences
of 7, respectively; (ii) by Cx and Bx the sets of the skeptical and
the brave consequences of filter(m,U), respectively; and (iii) by
Cy and By the sets of the skeptical and the brave consequences of
skep_prog(m,Cx, Bx,U), respectively.

Then, we need to prove that Cx UCy C C,and B C Bx U By-.

Let us consider the set I'(m,U) {(X,Y) | X €
AS(filter(w,U)),Y € AS(prog(m,X,U))}. By Lemma 11, we
know that (1) every the answer set Z of 7 is expressed as Z = X UY
for some (X,Y") € I'(m, U). Hence Cx is contained in the set of all
the skeptical consequences of 7, i.e., Cx C C holds. By application
of Lemma 9, we can (%) replace in the program 7 the atoms in C'x
with T, which will preserve each answer set .S of the original pro-
gram 7 modulo Cx, but possibly will create new ones. Regarding
the brave consequences, we note that (B N U) C Bx must hold.

Furthermore, by Lemma 11 we see that if an p atom from U* does
not appear in any X from I'(w,U), then p will not appear in any
answer set of the original program 7. Thanks to Observation 1, we
can (2) remove rules where p € U\ B appears positive in the body
or negated in the head, and delete negated literals —p in the body of
the remaining rules. These modifications do not alter the answer sets
of the program.

Steps () and (7¢) corresponds exactly to the application of func-
tion skept_progress(m,Cx,Bx,U). As already pointed out, the
resulting program may have new answer sets, but each answer set of
the original program 7 (modulo atoms in C'x) is preserved. There-
fore, we can conclude that Cy C C and that BN(P\U) C By must
hold. Putting things together, we then obtain that Cx UCy C C and
B C Bx U By, which proves the result. O

Lemma 13 (Lemma 2 from [4]). Let w be a temporal program with-
out fulfillment rules. Then I E 7 in THT iff I E ©* in HT.

Lemma 14 (Theorem 1 from [4]). Let m be a temporal program
without fulfillment rules. Then T = (T, T is a temporal equilibrium
model of 7 iff T is a stable model of 7.
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We are now prepared to derive Theorem 5. In the following proof,
we will use the notation 7' = trace(T*).

Proof of Theorem 5. We want to prove the following statement. Let
7 be a temporal program without fulfillment rules. Then (¢) T is a
stable model for 7 if and only if 7" is an equilibrium trace for 7.
Furthermore, (4¢) if 7" is an equilibrium trace for 7 and T' E 7y
for a set 7y, of fulfillment rules, then 7" is an equilibrium trace for
TU T ful.

Item (¢) is a direct consequence of Lemma 14. For item (4%), let us
assume that T" = 7¢,,;. We will prove satisfiability and minimality:

o Satisfiability. If T satisfies both 7,; and 7, then by Definition 1
T also satisfies ™ U 7 f4.

e Minimality. By Lemma 13, we can conclude that if T = (T, T)
is a stable model of 7, then T is a stable model of 7. That is,
no (H',T) E 7 exists such that H' < T'. Let us assume there is
(H',T) E Uy, such that H < T. From Definition 1, we get
that (H',T) E 7py and (H',T) F 7. The latter means that T" is
not an equilibrium trace for 7, which is a contradiction.

O

Theorem 6 is then not difficult to show.

Proof of Theorem 6. (Sketch) The result is obtained by repeated ap-
plication of Theorem 3, where the definition of the sets U" takes care
that they are closed under negatives dependencies. O

‘We next consider Theorem 7.

Proof of Theorem 7. Let 7 be a temporal program without fulfill-
ment rules. We want to prove that if = admits an equilibrium trace,
then trace(( AS(w*)) = (| TEL(r).

By Theorem 5, 7% is a stable model for 7« iff trace(T*)
is an equilibrium trace for m. Therefore, we also have that ()
trace((VAS(n*)) = (| TEL(w).

O

Finally, we consider Theorem 8.

Proof of Theorem 8. Let 7 be a temporal program without fulfill-
ment rules, If 7 admits an equilibrium trace, then we want to prove

trace(U,;>o N AS(mh)) ﬂ TEL(rw), and
trace(U;so UAS(rh)) 2 | J TEL(r)

The result is obtained by repeated application of Theorem 4, where
the definition of the sets U’ takes care that they are closed under
negatives dependencies, and C* and B* corresponds, respectively, to
the skeptical and the brave consequences of filter(nh).
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