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Abstract. The extended answer set semantics for logic programs allows for the defeat of rules to resolve contradictions. We propose a refinement of these semantics based on a preference relation on extended literals. This relation, a strict partial order, induces a partial order on extended answer sets. The preferred answer sets, i.e. those that are minimal w.r.t. the induced order, represent the solutions that best comply with the stated preference on extended literals. In a further extension, we propose linearly ordered programs that are equipped with a linear hierarchy of preference relations. The resulting formalism is rather expressive and essentially covers the polynomial hierarchy. E.g. the membership problem for a program with a hierarchy of height $n$ is $\Sigma^P_{n+1}$-complete. We illustrate an application of the approach by showing how it can easily express hierarchically structured weak constraints, i.e. a layering of “desirable” constraints, such that one tries to minimize the set of violated constraints on lower levels, regardless of the violation of constraints on higher levels.

1 Introduction

In answer set programming (see e.g. [3, 22]) one uses a logic program to modularly describe the requirements that must be fulfilled by the solutions to a problem. The solutions then correspond to the models (answer sets) of the program, which are usually defined through (a variant of) the stable model semantics[19]. The technique has been successfully applied in problem areas such as planning[22, 13, 14], configuration and verification[27, 28], diagnosis[12, 31], game theory[11], updates[15] and database repairs[2, 29].

The traditional answer set semantics is not universal, i.e. programs may not have any answer sets at all. While natural, this poses a problem in cases where, although there is no exact solution, one would appreciate to obtain an approximate one, even if it violates some of the rules. E.g. in an over-constrained timetabling problem, an approximate solution that ignores some demands of some users may be preferable to having no schedule at all.
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The extended answer set semantics from \cite{29, 30} achieves this by allowing for the defeat of problematic rules. Consider for example the rules $a \leftarrow b$ and $\neg a \leftarrow b$. Clearly, these rules are inconsistent and have no classical answer set, while both $\{a, b\}$ and $\{\neg a, b\}$ will be recognized as extended answer sets. In $\{a, b\}$, $\neg a \leftarrow b$ is defeated by $a \leftarrow$ while in $\{\neg a, b\}$, $a \leftarrow$ is defeated by $\neg a \leftarrow b$.

In this paper, we extend the above semantics by equipping programs with a preference relation over extended literals (outcomes). Such a preference relation can be used to induce a partial order on the extended answer sets, the minimal elements of which will be preferred. In this way, the proposed extension allows one to select the more appropriate approximate solutions of an over-constrained problem.

Consider for example a news redaction that has four different news items available that are described using the following extended answer sets:

\begin{align*}
N_1 &= \{\text{local}, \text{politics}\} \\
N_2 &= \{\text{local}, \text{sports}\} \\
N_3 &= \{\text{national}, \text{economy}\} \\
N_4 &= \{\text{international}, \text{economy}\}.
\end{align*}

The redaction wishes to order them according to their preferences. Assuming that, regardless of the actual subject, local news is preferred over national or international items, the preference could be encoded as

$\text{local} < \text{national} < \text{international} < \{\text{economy, politics, sports}\}$.

Intuitively, using the above preference relation, $N_1$ and $N_2$ should be preferred upon $N_3$, which should again be preferred upon $N_4$, i.e. $N_1, N_2 \subseteq N_3 \subseteq N_4$.

In the above example, only one preference relation is used, corresponding to one point of decision in the news redaction. In practice, different journalists may have conflicting preferences, and different authorities. E.g., the editor-in-chief will have the final word on which item comes first, but she will restrict herself to the selection made by the journalists. Suppose the editor-in-chief has the following preference

$\text{economy} < \text{politics} < \text{sports} < \{\text{local, national, international}\}$.

Applying this preference to the preferred items $N_1$ and $N_2$ presented by the journalists yields the most preferred item $N_1$.

Such hierarchies of preference relations are supported by linearly ordered programs, where a program is equipped with an ordered list $(<_i)_{i=1,\ldots,n}$ of preference relations on extended literals, representing the hierarchy of user preferences ($<_i$ has a higher priority than $<_{i+1}$). Semantically, preferred extended answer sets for such programs will result from first optimizing w.r.t. $<_1$, then selecting from the result the optimal sets w.r.t. $<_2$ etc. Obviously, the order in which the preference relations are applied is important, e.g. exchanging the priorities of the preference relations in the example would yield $N_3$ as the preferred news item.

\footnote{We use $a < X$, with $X$ a set, as an abbreviation for $\{a < x \mid x \in X\}$.}
It turns out that such hierarchically layered preference relations are very expressive. More specifically, we show that such programs can solve arbitrary complete problems of the polynomial hierarchy.

In [8], weak constraints are introduced as a type of constraint\(^2\) that is “desirable” but may be violated if there are no other options, i.e. violations of weak constraints should be minimized. The framework also supports hierarchically structured weak constraints, where constraints on the lower levels are more important than constraints on higher levels. Mirroring the semantics for linearly ordered programs, solutions minimizing the violation of constraints on the lowest level are first selected, and, among those, the solutions that minimize the constraints on the second level are retained, continuing up to the highest level. Weak constraints are useful in areas such as planning, abduction and optimizations from graph theory\([16,10]\). It will be shown that hierarchically structured weak constraints can be easily captured by linearly ordered programs.

The remainder of the paper is organized as follows. In Section 2, we present the extended answer set semantics together with a preference relation on extended literals and illustrate how it can be used to elegantly express common problems. Section 3 introduces linearly ordered programs, the complexity of the proposed semantics is discussed in Section 4. Before concluding and giving directions for further research in Section 6, we show in Section 5 how weak constraints can be implemented using linearly ordered programs.

2 Ordered Programs

We use the following basic definitions and notation. A literal is an atom \(a\) or a negated atom \(\neg a\). For a set or literals \(X\), \(\neg X\) denotes \(\{\neg a \mid a \in X\}\) where \(\neg \neg a = a\). \(X\) is consistent if \(X \cap \neg X = \emptyset\). An interpretation \(I\) is a consistent set of (ordinary) literals.

An extended literal is a literal or a naf-literal of the form \(\text{not } l\) where \(l\) is a literal. The latter form denotes negation as failure. For a set of extended literals \(X\), we use \(X^-\) to denote the set of ordinary literals underlying the naf-literals in \(X\), i.e. \(X^- = \{l \mid \text{not } l \in X\}\). An extended literal \(l\) is true w.r.t. an interpretation \(I\), denoted \(I \models l\) if \(l \in I\) in case \(l\) is ordinary, or \(a \notin I\) if \(l = \text{not } a\) for some ordinary literal \(a\). As usual, \(I \models X\) for some set of (extended) literals \(l\) iff \(\forall l \in X : I \models l\).

An extended rule is a rule of the form \(\alpha \leftarrow \beta\) where \(\alpha \cup \beta\) is a finite set of extended literals\(^3\) and \(|\alpha| \leq 1\). An extended rule \(r = \alpha \leftarrow \beta\) is satisfied by \(I\), denoted \(I \models r\), if \(I \models \alpha\) and \(\alpha \neq \emptyset\), whenever \(I \models \beta\), i.e. if \(r\) is applicable \((I \models \beta)\), then it must be applied \((I \models \alpha \cup \beta \wedge \alpha \neq \emptyset)\). Note that this implies that a constraint, i.e. a rule with empty head \((\alpha = \emptyset)\), can only be satisfied if it is not applicable \((I \models \beta)\).

A countable set of extended rules is called an extended logic program (ELP). The Herbrand base \(\mathcal{B}_P\) of an ELP \(P\) contains all atoms appearing in \(P\). Further, we use \(\mathcal{L}_P\) and \(\mathcal{L}_P^-\) to denote the set of literals (resp. extended literals) that can be constructed from \(\mathcal{B}_P\), i.e. \(\mathcal{L}_P = \mathcal{B}_P \cup \neg \mathcal{B}_P\) and \(\mathcal{L}_P^- = \mathcal{L}_P \cup \{\text{not } l \mid l \in \mathcal{L}_P\}\). For an ELP \(P\) and an interpretation \(I\) we use \(P_I \subseteq P\) to denote the reduct of \(P\) w.r.t. \(I\), i.e. \(P_I = \{r \in P \mid I \models r\}\).

\(^2\)A constraint is a rule of the form \(\leftarrow \alpha\), i.e. with an empty head. Any answer set should therefore not contain \(\alpha\).

\(^3\)As usual, we assume that programs have already been grounded.
A simple program is a program without negation as failure. For simple programs $P$, we define an answer set of $P$ as the minimal model of $P$. On the other hand, for a program $P$ containing negation as failure, we define the GL-reduct [19] for $P$ w.r.t. $I$, denoted $P^I$, as the program consisting of those rules \((\alpha \setminus \text{not } \alpha^-) \leftarrow (\beta \setminus \text{not } \beta^-)\) where \(\alpha \leftarrow \beta\) is in $P$, $I \models \text{not } \beta^-$ and $I \models \alpha^-$. Note that all rules in $P^I$ are free from negation as failure, i.e. $P^I$ is a simple program. An interpretation $I$ is then an answer set of $P$ iff $I$ is a minimal model of the GL-reduct $P^I$. An extended rule $r = \alpha \leftarrow \beta$ is defeated w.r.t. $P$ and $I$ iff there exists an applied competing rule $r' = \alpha' \leftarrow \beta'$ such that \(\{\alpha, \alpha'\}\) is inconsistent. An extended answer set for $P$ is any interpretation $I$ such that $I$ is an answer set of $P_I$ and each unsatisfied rule in $P \setminus P_I$ is defeated.

Example 1. Consider the ELP $P$ shown below. The program describes a choice between speeding or not. Sticking to the indicated limit guarantees not getting a fine while speeding, when it is known that the police are carrying out checks, will definitely result in a fine. Finally, if nothing is known about checks, there is still a chance for a fine.

\[
\begin{align*}
\text{speeding} & \leftarrow \text{fine} \leftarrow \text{speeding, check} \\
\text{not speeding} & \leftarrow \text{not fine} \leftarrow \text{speeding, not check} \\
\text{check} & \leftarrow \text{maybe\_fine} \leftarrow \text{not fine} \leftarrow \text{not speeding} \\
\text{not check} & \leftarrow \text{fine} \leftarrow \text{maybe\_fine}
\end{align*}
\]

The above program has five possible extended answer sets, which are $M_1 = \{\text{speeding, check, fine}\}$, $M_2 = \{\text{speeding, maybe\_fine}\}$, $M_3 = \{\text{not speeding, check, not fine}\}$, $M_4 = \{\text{not speeding, not fine}\}$ and $M_5 = \{\text{speeding, maybe\_fine, fine}\}$.

Unlike traditional answer sets, extended answer sets are, in general, not subset minimal, i.e. an ELP $P$ can have extended answer sets $M$ and $N$ with $M \subseteq N$, as witnessed by $M_3$ and $M_4$ in Example 1. Moreover, a program can have both answer sets and extended answer sets (that are not answer sets). E.g. the ELP \(\{a \leftarrow \text{not } a \leftarrow \text{not } a\}\), has two extended answer sets $I = \{a\}$, which is also a traditional answer set, and $J = \emptyset$, which is not.

Often, certain extended answer sets are preferable over others. E.g., in Example 1, one would obviously prefer not to get fined, which can be represented as a strict partial order \(<_1\) on literals: \(<_1 = \text{not } \text{fine} < \mathcal{L}_P \setminus \{\text{not } \text{fine}\}\). However, in an emergency, one may prefer to ignore the speed limit, resulting in an alternative preference relation \(<_2 = \{\text{speeding} < \text{not } \text{speeding} < C; \text{maybe}\_\text{fine} < \text{fine} < C\}\), where $C = \mathcal{L}_P \setminus \{\text{speeding, not } \text{speeding, maybe}\_\text{fine, fine}\}$.

In general, we introduce, for an ELP $P$, a strict partial order\(^4\) on extended literals, such that, for two extended literals $l_1$ and $l_2$, $l_1 < l_2$ expresses that $l_1$ is more preferred

\(^4\) A strict partial order \(<\) on a set $X$ is a binary relation on $X$ that is antisymmetric, anti-reflexive and transitive. The relation \(<\) is well-founded if every nonempty subset of $X$ has a \(<\)-minimal element.
than \( l_2 \). This preference relation induces a partial order\(^3 \subseteq \) on the extended answer sets of \( P \).

**Definition 1.** An ordered program is a pair \( \langle P, < \rangle \) where \( P \) is an ELP and \( < \) is a strict well-founded\(^6 \) partial order on \( \mathcal{L}_P \). For subsets \( M, N \subseteq \mathcal{L}_P \), we define \( M \subseteq N \) iff \( \forall n \in \{ l \in \mathcal{L}_P \mid N \models l \land M \not\models l \} \cdot \exists m \in \{ l \in \mathcal{L}_P \mid M \models l \land N \not\models l \} \cdot m < n \). A preferred answer set of \( \langle P, < \rangle \) is an extended answer set of \( P \) that is minimal w.r.t. \( \subseteq \) among the set of extended answer sets of \( P \).

Intuitively, \( M \) is preferable over \( N \), i.e. \( M \subseteq N \), if every literal \( n \) from \( N \setminus M \) is “countered” by a “better” literal \( m < n \) from \( M \setminus N \).

Applying the above definition on Example 1 with \( <_1 \) as described above, yields both \( M_3 \) and \( M_4 \) as preferred answer sets, while \( M_2 \) is the only preferred answer set w.r.t. \( <_2 \), which fits our intuition in both cases.

In the sequel, we will specify a strict partial order over a set \( X \) using an expression of the form

\[
L = \{ x_1 < y_1, \ldots, x_n < y_n, z_1, \ldots, z_m \}
\]

which stands, unless explicitly stated otherwise, for the strict partial order defined by

\[
\begin{align*}
&\{ x_i < y_i \mid 1 \leq i \leq n \} \\
\cup &\{ x_i < u \mid 1 \leq i \leq n \land u \in U \} \\
\cup &\{ y_i < u \mid 1 \leq i \leq n \land u \in U \} \\
\cup &\{ z_j < u \mid 1 \leq j \leq m \land u \in U \}
\end{align*}
\]

with \( U \) the set of elements not occurring in \( L \), i.e. \( U = X \setminus K \) with \( K = \{ x_1 \mid 1 \leq i \leq n \} \cup \{ y_i \mid 1 \leq i \leq n \} \cup \{ z_j \mid 1 \leq j \leq m \} \).

This notation implies that extended literals outside of \( L \) are least preferred and thus cannot influence the preference among extended answer sets. E.g. if \( L = \{ a < b \} \) then both \( \{ a, c \} \sqsubseteq \{ b \} \) and \( \{ a \} \sqsubseteq \{ b, c \} \) (where \( M \sqsubseteq N \) iff \( M \subseteq N \) and \( M \neq N \)).

**Example 2.** The program below offers a choice between a large and a small drink to go with spicy or mild food.

\[
\begin{align*}
\text{large_drink} &\leftarrow \text{not small_drink} \\
\text{small_drink} &\leftarrow \text{not large_drink} \\
\text{spicy} &\leftarrow \text{not mild} \\
\text{mild} &\leftarrow \text{not spicy} \\
\text{large_drink} &\leftarrow \text{spicy}
\end{align*}
\]

There are three extended answer sets: \( M_1 = \{ \text{large_drink, spicy} \} \), \( M_2 = \{ \text{large_drink, mild} \} \) and \( M_3 = \{ \text{small_drink, mild} \} \).

A smaller drink is preferred and there is no particular preference between \( \text{mild} \) and \( \text{spicy} \), yielding \( \{ \text{small_drink} < \text{large_drink}, \text{mild, spicy} \} \) to describe the preferences. The preference for a small drink causes \( M_3 \subseteq M_2 \) while \( M_1 \) is incomparable with both \( M_2 \) and \( M_3 \). Thus both \( M_1 \) and \( M_3 \) are preferred.

\(^3\) That \( \subseteq \) is a partial order follows from Theorem 6 in [29].

\(^6\) It is easy to verify that, if \( < \) is empty, then \( M \subseteq N \) iff \( \{ l \mid N \models l \} \subseteq \{ l \mid M \models l \} \) which reduces to \( N = M \), i.e. all extended answer sets are preferred.
There is no “one true way” to induce a preference relation \( \sqsubseteq \) over extended answer sets from a particular ordering \( < \) over extended literals. E.g. [26], which deals with traditional answer sets of extended disjunctive programs, proposes a different method which is shown below, adapted to the current framework.

**Definition 2.** For an ordered program \( (P, <) \) and subsets \( M, N \subseteq L_P \), we define \( M \sqsubseteq_s N \) if

- \( M = N \) (reflexive), or
- \( \exists L : M \sqsubseteq_s L \land L \sqsubseteq_s N \) (transitive), or
- \( \exists e_1 \in \{ l \in L_P^* \mid M \models l \land N \not\models l \} \) such that
  \[ \exists e_2 \in \{ l \in L_P^* \mid N \models l \land M \not\models l \} : e_1 < e_2 \]
  \[ \land \neg \exists e_3 \in \{ l \in L_P^* \mid N \models l \land M \not\models l \} : e_3 < e_1 . \]

Obviously, \( \sqsubseteq_s \) is also a partial order.

**Theorem 1.** Let \( (P, <) \) be an ordered program and let \( M \) and \( N \) be two extended answer sets of \( P \). Then \( M \sqsubseteq N \) implies that \( M \sqsubseteq_s N \).

The other direction is in general not true, as appears from the following example.

**Example 3.** Consider the program \( P \) depicted below.

\[
\begin{align*}
\text{shares} & \leftarrow \text{not cash} & \text{cash} & \leftarrow \text{not shares} \\
\$100 & \leftarrow \text{shares} & \$1000 & \leftarrow \text{cash} \\
\text{stock$options & \leftarrow \text{shares}
\end{align*}
\]

This program has two extended answer sets, i.e. \( M_1 = \{ \text{cash, } \$1000 \} \) and \( M_2 = \{ \text{shares, } \$100, \text{stock$options \} \).

The preference \( < = \{ \$1000 < \$100 \} \), where we take \( < \) as is, i.e. without applying the expansion from the previous page, expresses no preference between cash, shares and stock options, except that, obviously, a larger amount of cash is preferred over a smaller amount. Using the \( \sqsubseteq_s \) preference relation, we get \( M_1 \sqsubseteq_s M_2 \) and \( M_2 \not\sqsubseteq_s M_1 \), while for the \( \subseteq \) relation both \( M_1 \not\subseteq M_2 \) and \( M_2 \not\subseteq M_1 \) holds. This makes \( M_1 \) preferred w.r.t. \( \subseteq_s \), while both \( M_1 \) and \( M_2 \) are preferred w.r.t. \( \subseteq \). Note that, e.g. \( M_1 \not\subseteq M_2 \) because \( M_1 \) cannot counter the \( \text{stock$options \) of \( M_2 \) by something more preferred.

In general, \( \subseteq \) makes no decision between extended answer sets containing unrelated literals in their differences, while \( \sqsubseteq_s \) is more credulous, preferring e.g. \$1000 over \$100 and some “unknown” \( \text{stock$options \) in general.

In the next section, the skeptical approach of \( \sqsubseteq_s \) will turn out to be useful since it allows for new information to refine an earlier result. E.g., if, in the above example, it is later learned that the stock options provide great value, \( \text{stock$options < } \$1000 \), might be added, possibly in a different preference relation, and used to prefer \( M_2 \) among the earlier “best choices” \( M_1 \) and \( M_2 \).

From Theorem 1, the following is immediate.

**Corollary 1.** Let \( R = (P, <) \) be an ordered program. Then, the preferred answer sets of \( R \) w.r.t. \( \sqsubseteq_s \) are also preferred w.r.t. \( \subseteq \).
3 Linear n-Ordered Programs

A strict partial order on literals, as defined in the previous section, is a powerful and flexible tool to express a wide range of preferences. However, in practice, it is sometimes useful to have different layers of preferences, each applied in turn. As an example, consider the staff selection procedure of a company. Job applicants are divided into certain profiles, e.g. either female or male, old or young, experienced or not. Further, it is believed that inexperienced applicants tend to be ambitious, which is captured by the following program.

\[
\begin{align*}
\text{female} & \not\leq \text{male} \\
\text{old} & \not\leq \text{young} \\
\text{experienced} & \not\leq \text{inexperienced} \\
\text{ambitious} & \leq \text{inexperienced}
\end{align*}
\]

The decision to hire a new staff member goes through a chain of decision makers. On the lowest, and most preferred, level, company policy is implemented. It stipulates that experienced persons are to be preferred over inexperienced and ambitious persons, i.e. \( <_1 = \{ \text{experienced} < \{ \text{inexperienced, ambitious} \} \} \). On the second level, the financial department prefers young and inexperienced employees, since they tend to cost less, i.e. \( <_2 = \{ \text{young} < \text{old}, \text{inexperienced} < \text{experienced} \} \). On the last, weakest, level, the manager prefers a woman to enforce her largely male team, i.e. \( <_3 = \{ \text{female} < \text{male} \} \).

In this example, any preferred extended answer set should be preferred w.r.t. \( \subseteq_1 \) among all extended answer sets and, furthermore, among the \( \subseteq_1\)-preferred sets, it should also be \( \subseteq_2\)-preferred (where \( \subseteq_2 \) is induced by \( <_2 \)). Finally, the preferred answer sets of the complete problem are the \( \subseteq_2\)-preferred sets which are also \( \subseteq_3\)-preferred (where \( \subseteq_3 \) is induced by \( <_3 \)).

Formally, we extend ordered programs, by allowing a linearly ordered set of preference relations \( <_1, \ldots, <_n \) for an ELP \( P \), where \( <_1 \) is the order with the highest priority.

**Definition 3.** A linearly ordered program (LOLP) is a pair \( \langle P, <_1, \ldots, <_n \rangle \) where \( P \) is an ELP and \( <_i \) is a sequence of (strict partial order) preference relations \( <_1, \ldots, <_n \). Each of these orders \( <_i \) induces a preference relation \( \sim_i \) between extended answer sets, as in Definition 1.

We define the preference up to a certain order of extended answer sets by induction.

**Definition 4.** Let \( \langle P, <_i \rangle \) be a LOLP. An extended answer set \( M \) is preferable up to \( <_i \) if \( i \leq n \), iff

- \( i = 1 \) and \( M \) is preferred w.r.t. \( \subseteq_i \), or
- \( i > 1 \), \( M \) is preferable up to \( <_{i-1} \), and there is no \( N \), preferable up to \( <_{i-1} \), such that \( N \sqsubseteq_i M \).

An extended answer set \( M \) of \( P \) is **preferred** if it is preferable up to \( <_n \).
Continuing the above example, we have eight extended answer sets for the program, which are all preferable up to $<_0$. After applying $<_1$, only four of them are left, i.e., $M_1 = \{\text{experienced, old, female}\}$, $M_2 = \{\text{experienced, young, female}\}$, $M_3 = \{\text{experienced, male, young}\}$ and $M_4 = \{\text{experienced, old, male}\}$, which fits the company policy to drop inexperienced ambitious people. When $<_2$ is applied on these four remaining extended answer sets, only $M_2$ and $M_3$ are kept as preferable up to $<_2$. Finally, the manager will select $M_2$ as the only extended answer set preferable up to $<_3$.

Note that rearranging the chain of orders gives, in general, different results. E.g., interchanging $<_1$ with $<_2$ yields $\{\text{young, female, ambitious, inexperienced}\}$ as the only extended answer set preferable up to $<_3$.

4 Complexity

We first recall briefly some relevant notions of complexity theory (see e.g. [24, 3] for a nice introduction). The class $P$ ($NP$) represents the problems that are deterministically (nondeterministically) decidable in polynomial time, while $coNP$ contains the problems whose complement are in $NP$.

The polynomial hierarchy, denoted $PH$, is made up of three classes of problems, i.e., $\Delta_k^P$, $\Sigma_k^P$ and $\Pi_k^P$, $k \geq 0$, which are defined as follows:

1. $\Delta_0^P = \Sigma_0^P = \Pi_0^P = P$; and
2. $\Delta_{k+1}^P = P^{\Sigma_k^P}$, $\Sigma_{k+1}^P = NP^{\Sigma_k^P}$, $\Pi_{k+1}^P = co\Sigma_{k+1}^P$.

The class $P^{\Sigma_k^P}$ ($NP^{\Sigma_k^P}$) represents the problems decidable in deterministic (nondeterministic) polynomial time using an oracle for problems in $\Sigma_k^P$, where an oracle is a subroutine capable of solving $\Sigma_k^P$ problems in unit time. Note that $\Delta_1^P = P$, $\Sigma_1^P = NP$ and $\Pi_1^P = coNP$. Further, it is obvious that $\Sigma_k^P \subseteq \Sigma_{k+1}^P$, $\Pi_k^P \subseteq \Delta_{k+1}^P$, but for $k \geq 1$ any equality is considered unlikely. Further, the class $PH$ is defined by $PH = \bigcup_{k=0}^{\infty} \Sigma_k^P$.

A language $L$ is called complete for a complexity class $C$ if both $L$ is in $C$ and $L$ is hard for $C$. Showing that $L$ is hard is normally done by reducing a known complete decision problem into a decision problem in $L$. For the classes $\Sigma_k^P$ and $\Pi_k^P$, with $k > 0$ a known complete, under polynomial time transformation, problem is checking whether a quantified boolean formula (QBF) $\phi$ is valid. Note that this does not hold for the class $PH$ for which no complete problem is known unless $P = NP$.

Quantified boolean formulas are expressions of the form $Q_1.X_1Q_2.X_2\ldots Q_k.X_k \cdot G$, where $k \geq 1$, $G$ is a Boolean expression over the atoms of the pairwise nonempty sets of variables $X_1, \ldots, X_k$ and the $Q_i$’s, for $i = 1, \ldots, k$ are alternating quantifiers from $\{\exists, \forall\}$. When $Q_1 = \exists$, the QBF is $k$-existential, when $Q_1 = \forall$ we say it is $k$-universal. We use $QBF_{k,\exists}$ ($QBF_{k,\forall}$) to denote the set of all valid $k$-existential ($k$-universal) QBFs.

Deciding, for a given $k$-existential ($k$-universal) QBF $\phi$, whether $\phi \in QBF_{k,\exists}$ ($\phi \in QBF_{k,\forall}$) is a $\Sigma_k^P$-complete ($\Pi_k^P$-complete) problem.

The following results shed some light on the complexity of the preferred answer set semantics for linear $n$-ordered logic programs.
First of all, checking whether an interpretation $I$ is an extended answer set of an ELP $P$ is in $P$, because (a) checking if each rule in $P$ is either satisfied or defeated w.r.t. $I$, (b) applying the GL-reduct on $P_I$ w.r.t. $I$, i.e., computing $(P_I)^I$, and (c) checking whether the positive program $(P_I)^I$ has $I$ as its unique minimal model, can all be done in polynomial time.

On the other hand, the complexity of checking whether an extended answer set $M$ is not preferable up to a certain $<_n$ depends on $n$, as shown in the next lemma.

**Lemma 1.** Let $\langle P, \langle <_i \rangle_{i=1,\ldots,n} \rangle$ be a LOLP, and let $M$ be an extended answer set of $P$. Checking whether $M$ is not preferable up to $<_n$ is in $\Sigma^P_n$.

**Proof.** The proof is by induction on $n$.

The base case, i.e., $n = 0$, holds vacuously as checking whether $M$ is an extended answer set is in $P = \Sigma^P_0$.

For the induction step, checking that $M$ is not preferable up to $<_n$ can be done by (a) checking that $M$ is (or is not) preferable up to $<_n$, which is in $\Sigma^P_{n-1}$ due to the induction hypothesis; and (b) guessing, if $M$ is preferable up to $<_n$, an interpretation $N \subseteq M$ and checking that it is not the case that $N$ is not preferable up to $<_n$, which is again in $\Sigma^P_{n-1}$ due to the induction hypothesis. As a result, at most two calls are made to a $\Sigma^P_{n-1}$ oracle and at most one guess is made, yielding that the problem itself is in $NP^{\Sigma^P_{n-1}} = \Sigma^P_n$.

Using the above yields the following theorem about the complexity of LOLPs.

**Theorem 2.** Let $\langle P, \langle <_i \rangle_{i=1,\ldots,n} \rangle$ be a LOLP and $l$ a literal. Deciding whether there is a preferred answer set containing $l$ is in $\Sigma^P_{n+1}$.

**Proof.** The task can be performed by an $NP$-algorithm that guesses an interpretation $M \ni l$ and checks that it is not the case that $M$ is not preferable up to level $n$. Due to Lemma 1, the latter is in $\Sigma^P_n$, so the former is in $NP^{\Sigma^P_n} = \Sigma^P_{n+1}$.

**Theorem 3.** Let $\langle P, \langle <_i \rangle_{i=1,\ldots,n} \rangle$ be a LOLP and $l$ a literal. Deciding whether every preferred answer set contains $l$ is in $\Pi^P_{n+1}$.

**Proof.** Due to Theorem 2, finding a preferred answer set $M$ not containing $l$, i.e., $l \notin M$, is in $\Sigma^P_{n+1}$. Hence, the complement of the problem is in $\Pi^P_{n+1}$.

To prove hardness, we provide a reduction of deciding validity of QBFs by means of LOLPs.

**Theorem 4.** The problem of deciding, given a LOLP $\langle P, \langle <_i \rangle_{i=1,\ldots,n} \rangle$ and a literal $l$, whether there exists a preferred answer set containing $l$ is $\Sigma^P_{n+1}$-hard.

**Proof.** (Sketch). Let $\phi = \exists X_1 \forall X_2 \ldots \forall X_{n+1} : G \in QBF_{n+1,2}$, where $Q = \forall$ if $n$ is odd and $Q = \exists$ otherwise. We assume, without loss of generality, that $G$ is in disjunctive normal form, i.e., $G = \bigvee_{c \in C} C$ where $C$ is a set of sets of literals over $X_1 \cup \ldots \cup X_{n+1}$ and each $c \in C$ has to be read as a conjunction. In what follows, we will write $l <_i X_{p \ldots q}$ to denote the longer $\{ l <_i x ; l <_i \neg \varphi \mid x \in X_j \land p \leq j \leq q \}$.
The LOLP \( \langle P_\phi, (\triangleleft)_i \rangle \) corresponding to \( \phi \) is defined by the ELP \( P_\phi \):

\[
\begin{align*}
P_1 : & \{ x \leftarrow \neg x \mid x \in X_i \land 1 \leq i \leq n+1 \} \\
P_2 : & \{ g \leftarrow c \mid c \in C \} \\
P_3 : & \text{sat} \leftarrow g \\
P_4 : & \neg \text{sat} \leftarrow \neg g
\end{align*}
\]

and the sequence \( (\triangleleft)_i \) of orders defined by

\[
\{ \neg \text{sat} \triangleleft_n \text{sat}, g \triangleleft_n X_{2\ldots n+1}, X_1 \} \\
\{ \text{sat}, g \triangleleft_{n-1} \neg \text{sat} \triangleleft_{n-1} X_{k\ldots n+1}, X_1, X_2 \} \\
\ldots \\
\{ w <_1 w' <_1 X_{n+1\ldots n+1}, X_1, \ldots, X_n \}
\]

where \( w = \neg \text{sat} \) and \( w' = \text{sat}, g \) if \( n \) is odd; and \( w = \text{sat}, g \) and \( w' = \neg \text{sat} \) otherwise.

Obviously, the construction can be done in polynomial time. Intuitively, the rules in \( P_1 \) are used to guess a truth assignment for \( X_1 \cup \ldots \cup X_n \). For each such truth assignment, the rules in \( P_2, P_3 \) and \( P_4 \) will decide whether the formula \( G \) is valid or not. The intuition behind the orders is to prefer those extended answer sets of \( P_\phi \) that give a counterexample to the validity of \( \phi \). Only when such an example does not exist, i.e. \( \phi \) is valid, an extended answer set containing the literal \( \text{sat} \) will be preferred.

First note that an order relation \( \triangleleft_k \) is used to guess a truth assignment for \( X_1 \cup \ldots \cup X_n \); and the sequence \( P_\phi \) is only preferable up to \( \triangleleft_k \). By the induction hypothesis, we have that \( X \) is valid for

\[Q_{n-k+1} \cdots Q_{n+1} \cdot G\]

and all those with \( \text{sat} \) will be passed to \( \text{sat} \). Further, when \( Q_{n-k+1} \cdots Q_{n+1} \cdot G \) is valid using \( x_{M}^{1\ldots n-k+2} \) for a fixed truth combination over \( X_1 \cup \ldots \cup X_{n-k+1} \). By the induction hypothesis, we have that \( M \in \mathcal{M}^{k-1} \) with \( \text{sat} \in M \) iff \( Q_{n-k+1} \cdots Q_{n+1} \cdot G \) is valid for \( x_{M}^{1\ldots n-k+2} \).

The base case, i.e. \( k = 0 \), holds vacuously, as we have, for each possible truth combination over \( X_1 \cup \ldots \cup X_{n+1} \), an extended answer set \( M \in \mathcal{M}^0 \) containing \( \text{sat} \in M \) if \( G \) is valid and \( \neg \text{sat} \in M \) if \( G \) is not.

For the induction step, suppose the claim holds for \( \mathcal{M}^{k-1} \) and consider \( \triangleleft_k \) and \( Q_{n-k+2} \). When \( Q_{n-k+2} = \exists, \triangleleft_k \) will prefer \( \text{sat} \) in \( \mathcal{M}^{k-1} \) containing \( \text{sat} \) for a fixed truth combination \( X \) over \( X_1 \cup \ldots \cup X_{n-k+1} \). By the induction hypothesis, we have that \( M \in \mathcal{M}^{k-1} \) with \( \neg \text{sat} \in M \) iff \( Q_{n-k+3} \cdots Q_{n+1} \cdot G \) is valid for \( x_{M}^{1\ldots n-k+2} \). Clearly, \( Q_{n-k+2} \cdots Q_{n+1} \cdot G \) is then valid for \( x_{M}^{1\ldots n-k+1} \) iff \( M \in \mathcal{M}^{k} \) contains an extended answer set \( M \) with \( \text{sat} \in M \).

On the other hand, when \( Q_{n-k+2} = \forall, \triangleleft_k \) will prefer \( \text{sat} \) in \( \mathcal{M}^{k-1} \) containing \( \neg \text{sat} \) for a fixed truth combination \( X \) over \( X_1 \cup \ldots \cup X_{n-k+1} \). By the induction hypothesis, we have that \( M \in \mathcal{M}^{k-1} \) with \( \neg \text{sat} \in M \) iff \( Q_{n-k+3} \cdots Q_{n+1} \cdot G \) is not valid for \( x_{M}^{1\ldots n-k+2} \). Clearly, only when \( Q_{n-k+3} \cdots Q_{n+1} \cdot G \) holds for every combination of \( X_{n-k+2} \) with \( X \), no extended answer sets with \( \neg \text{sat} \) will be in \( \mathcal{M}^{k-1} \) for \( X \), and all those with \( \text{sat} \) will be passed to \( \mathcal{M}^{k} \), yielding that \( Q_{n-k+2} \cdots Q_{n+1} \cdot G \) holds for \( x_{M} \) iff \( M \in \mathcal{M}^{k} \) with \( \text{sat} \in M \).
Finally, by induction the above yields for $M^n$, i.e. the preferred answer sets, which implies that $\phi$ is valid iff $M^n$ contains a preferred answer set $M$ containing $sat$, i.e. $\exists M \in M^n \cdot sat \in M$, from which the theorem readily follows. □

**Theorem 5.** The problem of deciding, given a LOLP $\langle P, \langle \leq \rangle \rangle_{i=1,...,n}$ and a literal $l$, whether every preferred answer set contains $l$ is $\Pi_{n+1}^P$-hard.

**Proof.** Reconsider the LOLP in the proof of Theorem 4. Let $l$ be a fresh atom not occurring in $P_\phi$ and define $P'_\phi$ as $P_\phi$ with two extra rules $l \leftarrow$ and $-l \leftarrow$. Clearly, showing that $l$ does not occur in every preferred answer set is the same as showing that $-l$ occurs in any preferred answer set. Deciding the latter is $\Sigma_{n+1}^P$-hard by Theorem 4; thus deciding the complement of the former is $\Pi_{n+1}^P$-hard. □

The following is immediate from Theorem 2, 3, 4 and 5.

**Corollary 2.** The problem of deciding, given an arbitrary LOLP $\langle P, \langle \leq \rangle \rangle_{i=1,...,n}$ and a literal $l$, whether there is a preferred answer set containing $l$ is $\Sigma_{n+1}^P$-complete. On the other hand, deciding whether every preferred answer set contains $l$ is $\Pi_{n+1}^P$-complete.

### 5 Weak Constraints

Weak constraints were introduced in [8] as a relaxation of the concept of a constraint. Intuitively, a weak constraint is allowed to be violated, but only as a last resort, meaning that one tries to minimize the set of violated constraints. Here minimization is typically interpreted as either *subset minimality* or *cardinality minimality*. In the former, we prefer a solution that violates a set of weak constraints $C_1$ over one that violates a set $C_2$ iff $C_1 \subseteq C_2$, while in the latter, we would only need that $C_1$ contains less violated constraints than $C_2$, i.e. $|C_1| < |C_2|$.

Subset minimality is obviously less controversial since, for cardinality minimality, it may happen that, while $|C_1| < |C_2|$, $C_1$ contains more important constraints than $C_2$.

In [8] a semantics for hierarchies of weak constraints is defined, where one minimizes constraints on lower levels, before minimizing, among the results of the previous levels, constraints on higher levels. Formally, weak constraints have the same syntactic form as constraints, i.e. $\leftarrow \beta$ with $\beta$ a set of extended literals. We then assign the weak constraints for a certain level $i$ to a set $W_i$, similar to [8], and define a *weak logic program* as consisting of a program and a hierarchy of sets of weak constraints.

**Definition 5.** A *weak logic program* (WLP) is a pair $\langle P, W \rangle$ where $P$ is a program and $W$ is a set $\{W_1, \ldots, W_n\}$, with each $W_i$, $1 \leq i \leq n$, a set of weak constraints.

To enhance readability of the following definition, we assume an empty dummy set $W_0$ of weak constraints.

---

* A similar preference for subset minimality over cardinality minimality is also common in, for example, the domain of *diagnosis* [25, 31], where one tries to minimize the set of causes responsible for certain failures.
Definition 6. Let \( \langle P, W \rangle \) be a WLP. The extended answer sets of \( P \) are preferable up to \( W_0 \). An extended answer set \( M \) of \( P \) set is preferable up to \( W_i \), \( 1 \leq i \leq n \), if

- \( M \) is preferable up to \( W_{i-1} \), and
- there is no \( N \), preferable up to \( W_{i-1} \), such that \( W_N^i \subseteq W_M^i \), where \( W_N^i = \{ c \mid c \in W_i \land N \not= c \} \), i.e. the constraints in \( W_i \) that are violated by \( N \).

An extended answer set of \( P \) is a preferred answer set of a WLP \( \langle P, W \rangle \) if it is preferable up to \( W_n \).

LOLPs can easily implement weak constraints. Intuitively, each order \(<_i \) in the hierarchy will try to minimize the violation of weak constraints in \( W_i \).

For a WLP \( \langle P, \{ W_1, \ldots, W_n \} \rangle \), define the LOLP \( \langle P \cup WC, \langle <_i \rangle \rangle \) with \( WC = \{ c \leftarrow \beta \mid c = (\leftarrow \beta) \in W_i, 1 \leq i \leq n \} \) representing the weak constraints by rules with new atoms \( c \), one for each constraint \( \leftarrow \beta \), and each order \(<_i \) in \( \langle <_i \rangle \rangle \) defined by

\[
\{ \text{not} \ c_i <_i c_i \mid c_i \in W_i \}.
\]

The orders prefer extended answer sets that do not contain \( c \) since \( c \) can only be obtained by applying \( c \leftarrow \beta \), corresponding to a violation of the corresponding original constraint \( \leftarrow \beta \).

Theorem 6. An extended answer set \( M \) of a WLP \( \langle P, W \rangle \) is preferred iff \( M \cup \{ c \mid c \in W, M \not= c \} \) is a preferred answer set of the LOLP \( \langle P \cup WC, \langle <_i \rangle \rangle \).

The other approach to minimize the violation of weak constraints, is to take into account the cardinality of the sets of violated weak constraints, as in [8]. The following definition formalizes the notion of cardinality preferred, or c-preferred for short, answer sets.

Definition 7. Let \( \langle P, W \rangle \) be a WLP. The extended answer sets of \( P \) are c-preferable up to \( W_0 \). An extended answer \( M \) of \( P \) set is c-preferable up to \( W_i \), \( 1 \leq i \leq n \), if

- \( M \) is c-preferable up to \( W_{i-1} \), and
- there is no \( N \), c-preferable up to \( W_{i-1} \), such that \( |W_N^i| < |W_M^i| \).

An extended answer set of \( P \) is a c-preferred answer set of an WLP \( \langle P, W \rangle \) if it is c-preferable up to \( W_n \).

In the special case that the preferable answer sets on a level are c-preferable we have that, on the next level, the c-preferable answer sets are preferable. Denote the set of extended answer sets that are c-preferable up to \( W_i \) as \( \mathcal{M}_c^i \) and the set of extended answer sets preferable up to \( W_i \) as \( \mathcal{M}^i \).

Theorem 7. Let \( \langle P, W \rangle \) be a WLP and let \( \mathcal{M}_c^{i-1} = \mathcal{M}^{i-1} \) for some \( 1 \leq i \leq n \). Then \( \mathcal{M}_c^i \subseteq \mathcal{M}^i \).

The pre-condition that every extended answer set, preferable up to \( W_{i-1} \), has to be c-preferable is necessary, as can be seen from the following example, where we have a c-preferred answer set that is not preferred.
Example 4. Take a WLP \( \langle P, \{W_1, W_2\} \rangle \) with \( P \) the program

\[
\begin{align*}
\neg a & \leftarrow \\
a & \leftarrow \\
b & \leftarrow a
\end{align*}
\]

and the weak constraints \( W_1 = \{c_1 := \neg a ; c_2 := a ; c_3 := b\} \) and the second level \( W_2 = \{c_4 := \neg a, \text{not } b\} \). The program \( P \) has two extended answer sets \( M = \{\neg a\} \) and \( N = \{a, b\} \). This leads to the following sets of violated constraints: \( W^1_M = \{c_1\}, W^1_N = \{c_2, c_3\}, W^2_M = \{c_4\}, \) and \( W^2_N = \emptyset \). Then, \( M \) is c-preferable up to \( W_1 \), while \( N \) is not. Both \( M \) and \( N \) are preferable up to \( W_2 \), since there are no other extended answer sets that are c-preferable up to \( W_1 \), while \( M \) is not preferable up to \( W_2 \).

If there is only one level of weak constraints we have the attractive property that c-preferred answer sets are preferred.

Corollary 3. Let \( \langle P, \{W_1\} \rangle \) be a WLP with one level of weak constraints. A c-preferred answer set of \( \langle P, \{W_1\} \rangle \) is preferred.

In this case, if the preferred answer sets are already computed, and one decides later on that c-preferred answer sets are needed, the search space can be restricted to just the preferred answer sets instead of all extended answer sets.

6 Conclusions and Directions for Further Research

Equipping logic programs with a preference relation on the rules has a relatively long history [21, 20, 18, 9, 7, 5, 32, 1, 29]. Also approaches that consider a preference relation on (extended) literals have been considered: [26] proposes explicit preferences while [4, 6] encodes dynamic preferences within the program.

In this paper, we applied such preferences on the extended answer set semantics, thus allowing the selection of preferred “approximate” answer sets for inconsistent programs. We also considered a natural extension, linearly ordered programs, where there are several preference relations. This extension increases the expressiveness of the resulting formalism to cover the polynomial hierarchy.

Such preference hierarchies occur naturally in several application areas such as timetabling. As an application of the approach, we have shown that hierarchically structured weak constraints can be considered as a special case of linearly ordered programs.

Future work may generalize the structure of the preference relations, e.g. to arbitrary partial orders or to cyclic structures, where the latter may provide a natural model for agent communication.

A brute force prototype implementation for LOLPs is available which uses an existing answer set solver to generate all extended answer sets, and then filters out the preferred ones taking into account the given preference levels. A dedicated implementation, using existing answer set solvers, could, similarly to [6], compute preferred answer sets more directly by generating one extended answer set and then trying to generate a better one using an augmented program, which, when applied in a fixpoint computation, results in a preferred answer set.
References


29. Davy Van Nieuwenborgh and Dirk Vermeir. Preferred answer sets for ordered logic programs. In Flesca et al. [17], pages 432–443.

