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Abstract. This work studies the extension of the existential entailment algorithm of CARIN to DLs of the $\mathcal{SH}$ family. The CARIN family of knowledge representation languages was one of the first hybrid languages combining DATALOG rules and Description Logics. For reasoning in one of its prominent variants, which combines $\text{ALCNR}$ with non-recursive DATALOG, the blocking conditions of the standard tableaux procedure for $\text{ALCNR}$ were modified. Here we discuss a similar adaptation to the $\text{SHOIQ}$ tableaux, which provides some new decidability results and tight data complexity bounds for reasoning in non-recursive CARIN, as well as for query answering over Description Logic knowledge bases.

1 Introduction

Description Logics (DLs) are specifically designed for representing structured knowledge in terms of concepts (i.e., classes of objects) and roles (i.e., binary relationships between classes). In the last years, they have evolved into a standard formalism for ontologies which describe a domain of interest in different applications areas. In the context of the Semantic Web, DL-based ontologies have been designated via the Web Ontology Language (OWL) as a standard for describing the semantics of complex Web resources, in order to facilitate access by automated agents. Driven by the need to overcome limitations of DLs and to integrate them into applications, recent research focuses on combining DLs with other declarative knowledge representation formalisms, and in particular with rule-based languages, which play a dominant role in Databases (as query languages) and in Artificial Intelligence [3,8,15,19].

One of the first such hybrid languages, CARIN [15], integrates DATALOG programs with some DLs of the $\mathcal{ALC}$ family, being $\text{ALCNR}$ (the basic DL $\mathcal{ALC}$ with number restrictions and role intersection) the most expressive. The limited decidability of hybrid languages was recognised already with the introduction of CARIN, as even very weak DLs yield an undecidable formalism when combined with recursive DATALOG. Three alternatives were proposed to regain decidability: (i) the DL constructors causing undecidability are disallowed; (ii) only non-recursive rules are allowed; or (iii) the variable occurrences in the DL atoms appearing in rules are restricted according to some safety conditions that limit their ability to relate unnamed individuals.

In this work, we enhance CARIN with a more expressive DL component and focus on its non-recursive variant (safe rules are briefly discussed in Section 4). We consider the popular DLs of the $\mathcal{SH}$ family, which extend $\mathcal{ALC}$ with role transitivity and containment. The most expressive DL here considered, $\text{SHOIQ}$ (which essentially corresponds to OWL-DL), also supports concepts denoting a single individual called nominals (O), inverse roles (I), and qualified number restrictions (Q). By disallowing one of these three constructs, we obtain the expressive and mutually incomparable sublogics known as $\text{SHIQ}$ (corresponding to OWL-Lite), $\text{SHOQ}$, and $\text{SHOI}$ respectively.
For reasoning in non-recursive CARIN, the authors of [15] identified the existen-
tial entailment problem as a key task and proposed an algorithm for it, based on a
tableau (there named constraint system) algorithm for satisfiability of ALCNR knowl-
edge bases with modified blocking conditions. In this way, they also obtained the first
algorithm for answering Conjunctive Queries (CQs) and Union of Conjunctive Queries
(UCQs) in DLs and for deciding their containment, problems that have become a cen-
tral topic of interest in recent years. Another central contribution of CARIN was to
show a tight coNP upper bound for the aforementioned tasks under data complexity,
i.e., w.r.t. to the size of the data, assuming that the query/rule component and the ter-
minological part of the knowledge base are fixed. This setting is of major importance,
as data repositories can be very large and are usually much larger than the terminology
expressing constraints on the data.

In [17] the tableaux algorithm for deciding SHOIQ knowledge base satisfiability
of [11] was adapted following the ideas introduced in [15], to provide an algorithm for
the entailment and containment of positive queries in the
SH
family of DLs. In this
paper we show how this algorithm, analogous to CARIN’s existential entailment one,
can be exploited for reasoning in non-recursive CARIN and in other hybrid languages.
Like [17], the results have two limitations: transitive roles are not allowed in the rule
component, and the interaction between number restrictions, inverses and nominals in
SHOIQ may lead to non-termination. However, reasoning is sound and complete if the
DL component of the hybrid knowledge base is written in SHIQ, SHOQ or SHOI, and
sound if it is in SHOIQ. We obtain a precise characterisation of the data com-
plexity of reasoning whenever the DATALOG component is non-recursive, and for some
cases where it is recursive, e.g., if it satisfies the weak safety conditions of DL+log.

2 Preliminaries

In this section, we define CARIN knowledge bases. The languages that are used in the
two components are defined first: DL knowledge bases and DATALOG programs.

Throughout the paper, we consider a fixed alphabet containing the following pair-
wise disjoint countably infinite sets: a set \( C \) of DL predicates of arity 1, called concept
names; a set \( R \) of DL predicates of arity 2, called role names, with a subset \( R_+ \subseteq R \) of
transitive role names; an alphabet \( P \) of rule predicates, where each \( p \in P \) has an asso-
ciated arity \( m \geq 0 \); a set \( I \) of individuals; and a set \( V \) of variables. This alphabet is used
for defining knowledge bases, whose semantics is given by (first-order) interpretations.

Definition 1 (Interpretation). An interpretation \( \mathcal{I} = (\Delta^\mathcal{I}, \cdot^\mathcal{I}) \) is given by a non-empty
domain \( \Delta^\mathcal{I} \) and an interpretation function \( \cdot^\mathcal{I} \) that maps each predicate \( p \in P \cup C \cup R \) of
arity \( n \) to a subset of \( (\Delta^\mathcal{I})^n \), and each individual in \( I \) to an element of \( \Delta^\mathcal{I} \).

2.1 Description Logics

The DL SHOIQ and its sublogics SHIQ, SHOQ and SHOI are defined as usual.\(^1\)

Definition 2 (SHOIQ Knowledge Bases). A role expression \( R \) (or simply role) is a
role name \( P \in R \) or its inverse \( P^- \). A role inclusion axiom is an expression \( R \subseteq R' \),
where \( R \) and \( R' \) are roles. A role hierarchy \( R \) is a set of role inclusion axioms.

\(^1\) For the sake of uniformity, we use the name SHOI instead of the also common SHIO.
As usual, \( \text{Inv}(R) = P^- \) if \( R = P \) for some \( P \in \mathbb{R} \) and \( \text{Inv}(R) = P \) if \( R = P^- \).

For a role hierarchy \( \mathcal{R} \), the relation \( \sqsubseteq_{\mathcal{R}} \) denotes the reflexive, transitive closure of \( \sqsubseteq \) over \( \mathcal{R} \cup \{ \text{Inv}(R) \sqsubseteq_{\mathcal{R}} \text{Inv}(R') \ | \ R \sqsubseteq R' \in \mathcal{R} \} \). We write \( \text{Trans}(R, \mathcal{R}) \) if \( R \sqsubseteq_{\mathcal{R}} R' \) and \( R' \sqsubseteq_{\mathcal{R}} R \) for some \( R' \in \mathbb{R}_+ \) and \( \{ R^- \ | \ R \in \mathbb{R}_+ \} \). A role \( S \) is simple w.r.t. \( \mathcal{R} \) if for no role \( R \) with \( \text{Trans}(R, \mathcal{R}) \) we have that \( R \sqsubseteq_{\mathcal{R}} S \).

Let \( a, b \in I \) be individuals, \( A \in C \) a concept name, \( C \) and \( C' \) concepts, \( P \in \mathbb{R} \) a role name, \( R \) a role, \( S \) a simple role, and \( n \geq 0 \) an integer. Concepts are defined inductively according to the following syntax:

\[
C, C' \rightarrow A \mid \{a\} \mid C \sqcap C' \mid C \sqcup C' \mid \neg C \mid \forall R.C \mid \exists R.C \mid \geq n.S.C \mid \leq n.S.C
\]

Concepts of the form \( \{a\} \) are called nominals. A concept inclusion axiom is an expression \( C \sqsubseteq D \). An assertion is an expression \( A(a) \), \( P(a, b) \) or \( a \not\approx b \). A TBox is a finite set of concept inclusion axioms, and an ABox is a finite set of assertions. A \((SHOIQ)\) knowledge base (KB) is a triple \( \mathcal{K} = (T, R, A) \), where \( T \) is a TBox, \( R \) is a role hierarchy, and \( A \) is an ABox.\(^2\)

**Definition 3 (SHO\(IQ\), SHI\(Q\), and SHOT Knowledge Bases).** Roles and concepts in \( SHO\(IQ\), SHI\(Q\), and SHOT \) are defined as in \( SHOIQ \), except that:
- in \( SHO\(IQ\), the inverse role constructor \( P^- \) is not available;
- in \( SHI\(Q\), nominals \( \{a\} \) are not available;
- in \( SHOT \), number restrictions \( \geq n.S.C \leq n.S.C \) are not available.

For \( L \) one of \( SHO\(IQ\), SHI\(Q\), or SHOT, an \( L \) knowledge base is a \( SHOIQ \) knowledge base \( K = (T, R, A) \) such that all roles and concepts occurring in it are in \( L \).

**Definition 4 (Semantics of DL KBs).** Let \( \mathcal{I} = (\Delta^I, \tau) \) be an interpretation such that \( R_I = (R^I)^+ \) for each \( R \in \mathbb{R}_+ \). To interpret \( K \), the interpretation function is inductively extended to complex concepts and roles as follows:

\[
\begin{align*}
(-C)^I & = \Delta^I \setminus C^I \\
(C \sqcup D)^I & = C^I \sqcup D^I \\
(C \sqcap D)^I & = C^I \cap D^I \\
(P^−)^I & = \{(y, x) \mid (x, y) \in P^I\} \\
(\neg C)^I & = \{x \mid \exists y, (x, y) \in R^I \land y \in C^I\} \\
(\exists R.C)^I & = \{x \mid \exists y, (x, y) \in R^I \land y \in C^I\} \\
(\forall R.C)^I & = \{x \mid \forall y, (x, y) \in R^I \land y \in C^I\} \\
(\leq n.R.C)^I & = \{x \mid \{y \mid (x, y) \in R^I \land y \in C^I\} \leq n\} \\
(\geq n.R.C)^I & = \{x \mid \{y \mid (x, y) \in R^I \land y \in C^I\} \geq n\}
\end{align*}
\]

\( \mathcal{I} \) satisfies an assertion \( \alpha \), denoted \( \mathcal{I} \models \alpha \), if \( \alpha = A(a) \) implies \( a^I \in A^I \), \( \alpha = P(a, b) \) implies \( (a^I, b^I) \in P^I \) and \( \alpha = \alpha \not\approx b \) implies \( a^I \not\approx b^I \); \( \mathcal{I} \) satisfies a role inclusion axiom \( R \sqsubseteq R' \) if \( R^I \sqsubseteq R'^I \), and a concept inclusion axiom \( C \sqsubseteq C' \), if \( C^I \sqsubseteq C'^I \). \( \mathcal{I} \) satisfies a role hierarchy \( \mathcal{R} \) and a terminology \( T \), if it satisfies every axiom of \( \mathcal{R} \) and \( T \) respectively. Furthermore, \( \mathcal{I} \) satisfies an ABox \( A \), if it satisfies every assertion in \( A \).

Finally, \( \mathcal{I} \) is a model of \( K = (T, R, A) \), denoted \( \mathcal{I} \models K \), if it satisfies \( T, R, \) and \( A \).

### 2.2 DATALOG

We now define DATALOG programs and their semantics, also given by interpretations.\(^3\)

**Definition 5 (DATALOG rules and DATALOG programs).** A (rule/DL) atom is an expression \( p(\pi) \), where \( p \) is a (rule/DL) predicate, and \( \pi \) is a tuple from \( V \cup I \) of the same arity as \( p \). If \( \pi \subseteq \mathcal{I} \), then \( p(\pi) \) is ground.

\(^2\) Note that only concepts and role names may occur in \( A \), but this is no limitation. Indeed, for a complex \( C \), an assertion \( C(a) \) can be expressed by \( A_1(a) \) and an axiom \( A_2 \sqsubseteq C \) in \( T \), while an assertion \( R^−(x, y) \) can be replaced by \( \text{Inv}(R)(a, b) \).

\(^3\) Note that we consider first-order semantics, without the minimality requirement.
A DATALOG rule is an expression of the form $q(\pi) : p_1(\pi_1), \ldots, p_n(\pi_n)$ where $n \geq 0$, $q(\pi)$ is a rule atom, each $p_i(\pi_i)$ is an atom, and $\pi \in \bigcup \pi_i$ where $\bigcup \pi_i$ is the head of the rule. As usual, $q(\pi)$ is called the head of the rule, and $p_1(\pi_1), \ldots, p_n(\pi_n)$ is called the body. A rule with $n = 0$ is called a fact and can be written simply $q(\pi)$.

A DATALOG program $P$ is a set of DATALOG rules. Its dependency graph is the directed graph whose nodes are the predicates occurring in $P$ with an edge $p \rightarrow p'$ if $p'$ occurs in the head and $p$ in the body of a rule in $P$. $P$ is recursive if its dependency graph contains some cycle, and non-recursive otherwise.

**Definition 6 (Semantics of DATALOG Programs).** An interpretation $I$ satisfies a ground atom $p(\pi)$, written $I \models p(\pi)$, if $(\pi)^I \in p^I$. A substitution is a mapping $\sigma : V \cup I \rightarrow \Delta^I$ with $\sigma(a) = a^I$ for every $a \in I$. For an atom $p(\pi)$ and a substitution $\sigma$, we say that $\sigma$ makes $p(\pi)$ true in $I$, in symbols $I, \sigma \models p(\pi)$, if $I \models p(\sigma(\pi))$.

We say that $I$ satisfies a rule $\rho$, denoted $I \models \rho$, if every substitution that makes all the atoms in the body true also makes the atom in the head true. If $I \models \rho$ for each $\rho \in P$, then $I$ is a model of $P$, in symbols $I \models P$.

### 2.3 CARIN Knowledge Bases

Now we define the CARIN language. In what follows, $L$ denotes a DL of the $SH$ family.

**Definition 7 (CARIN knowledge bases).** A CARIN-$L$ knowledge base is a tuple $\langle K, P \rangle$ where $K$ is an $L$ knowledge base, called the DL component of $K$, and $P$ is a DATALOG program, called its rule (or DATALOG) component. A CARIN-$L$ knowledge base is (non-)recursive if its rule component $P$ is (non-)recursive.

Note that only rule predicates can occur in the head of rules of $P$. This is a common feature of many hybrid languages that assume that the DL knowledge base provides a commonly shared conceptualisation of a domain, while the rule component defines application-specific relations that can not change the structure of this conceptual model.

The semantics of CARIN KBs arises naturally from the semantics of its components. As in the original CARIN, we define as main reasoning task the entailment of a ground atom, which may be either a DL assertion or a DATALOG ground fact.

**Definition 8 (CARIN-$L$ entailment problem).** An interpretation $I$ is a model of a CARIN-$L$ knowledge base $K = \langle K, P \rangle$, in symbols $I \models K$, if $I \models K$ and $I \models P$. For a ground atom $\alpha$, $K \models \alpha$ denotes that $I \models K$ implies $I \models \alpha$ for every $I$. The CARIN-$L$ entailment problem is to decide, given $K$ and $\alpha$, whether $K \models \alpha$.

We note that the standard DL reasoning tasks (e.g., KB consistency and subsumption) are reducible to entailment in CARIN, as the latter generalises instance checking.

### 3 Reasoning in non-recursive CARIN

In this section, we provide an algorithm for reasoning in non-recursive CARIN. The key to the decidability in this variant of CARIN is the limited interaction between the DL and rule predicates. Indeed, if we have a non-recursive DATALOG program $P$ and we want to verify entailment of an atom $p(\pi)$, it is sufficient to consider the rules in $P$ whose head predicate is $p$ and unfold them into a set of rules where only $p(\pi)$ occurs in the head, and
the bodies contain only DL atoms and ground facts. The CARIN-L entailment problem with such a restricted rule component is then reducible to the entailment of UCQs.

The query entailment (or informally, query answering) problem is DLs has gained much attention in recent times. Many papers have studied the problem of answering CQs and UCQs over DL knowledge bases, e.g., [1,5,6,14,20]. We consider the more expressive language of positive existential queries.

3.1 Non-recursive CARIN and Query Entailment

We introduce positive (existential) queries (PQs), which generalise CQs and UCQs.\(^4\)

**Definition 9 (Positive Queries, Query Entailment).** A positive (existential) query (PQ) over a KB \(K\) is a formula \(\exists \vec{x} \varphi(\vec{x})\), where \(\vec{x}\) is a vector of variables from \(V\) and \(\varphi(\vec{x})\) is built using \(\land\) and \(\lor\) from DL atoms whose variables are in \(\vec{x}\). If \(\varphi(\vec{x})\) is a conjunction of atoms then \(\exists \vec{x} \varphi(\vec{x})\) is a conjunctive query (CQ); if \(\varphi(\vec{x})\) is in disjunctive normal form then it is a union of conjunctive queries (UCQ).

Let \(Q = \exists \vec{x} \varphi(\vec{x})\) be a PQ over \(K\) and let \(I\) be an interpretation. For a substitution \(\sigma\), let \(Q^\sigma\) be the Boolean expression obtained from \(\varphi\) by replacing each atom \(x\) with \(\top\) if \(I, \sigma \models x\), and with \(\bot\) otherwise. We call \(\sigma\) a match for \(I\) and \(Q\), denoted \(I, \sigma \models Q\), if \(Q^\sigma\) evaluates to \(\top\). \(I\) is a model of \(Q\), written \(I \models Q\), if \(I, \sigma \models Q\) for some \(\sigma\).

We say that \(K\) entails \(Q\), denoted \(K \models Q\), if \(I \models Q\) for each model \(I\) of \(K\). The query entailment problem is to decide, given \(K\) and \(Q\), whether \(K \models Q\).

Note that a PQ can be rewritten into an equivalent, possibly exponentially larger, UCQ.

The UCQ (and thus PQ) entailment problem and CARIN entailment problem are closely related. In fact, we can reduce the former to the latter as follows:

**Proposition 1.** Let \(K\) be a SHOIQ knowledge base and let \(Q = \exists \vec{x} \varphi_1(\vec{x}_1) \lor \ldots \lor \varphi_n(\vec{x}_n)\) be a UCQ over \(K\). Then \(K \models Q\) iff \(\langle K, P \rangle \models q\), where \(q \in P\) is fresh, \(P\) is the DATALOG program containing the rules \(q : = \varphi_i(\vec{x}_i)\) for each \(1 \leq i \leq n\), and each \(\varphi'_i(\vec{x}_i)\) is obtained from \(\varphi_i(\vec{x}_i)\) by replacing each connective \(\land\) by a comma.

We show next that the converse also holds, i.e., the CARIN-SHOL knowledge problem can be reduced to query entailment over the DL component. As a consequence, whenever we have a procedure for deciding query entailment, we obtain a sound and complete algorithm for reasoning in non-recursive CARIN.

**Definition 10 (Rule unfolding and program depth).** Given two DATALOG rules:

\[
\begin{align*}
q_1(\vec{x}_1) & : = p_1(\vec{y}_1), \ldots, p_n(\vec{y}_n), \\
r_1 & = q_2(\vec{x}_2) : = p'_1(\vec{y'}_1), \ldots, p'_m(\vec{y'}_m), \\
q_2(\vec{y'}, \vec{y}) & : = q_3(\vec{y'}'), \ldots, q_m(\vec{y'}'), \\
r_2 & = q_4(\vec{y}'), \ldots, q_m(\vec{y}'), \\
r_1 & = r_2,
\end{align*}
\]

where \(q_2 = p_i\), for some \(1 \leq i \leq n\), let \(\theta\) be the most general unifier of \(\vec{x}_2\) and \(\vec{y}\). Then the following rule \(r'\) is an unfolding of \(r_2\) in \(r_1\):

\[
q_1(\vec{x}_1) : = p_1(\vec{y}_1), \ldots, p_{i-1}(\vec{y}_{i-1}), p'_1(\vec{y'}_1), \ldots, p'_m(\vec{y'}_m), p_{i+1}(\vec{y}_{i+1}), \ldots, p_n(\vec{y}_n),
\]

The width of a rule \(r\), denoted \(\text{width}(r)\), is the number of atoms in its body. The depth of a non-recursive DATALOG program \(P\), written \(\text{depth}(P)\), is \(w + 1\), where \(w\) is the width of the longest rule that can be obtained from some rule in \(P\) by repeatedly unfolding in it other rules of \(P\), until no more unfoldings can be applied. If \(P = \emptyset\), \(\text{width}(r) = 1\).

\(^4\) We consider Boolean queries, to which non-Boolean ones can be reduced as usual, and disregard the difference between the equivalent query entailment and query answering problems.
We have shown that the non-recursive CARIN-$SHOTQ$ entailment problem can be reduced to the entailment of a PQ (in fact, a UCQ suffices). In this section, we describe the algorithm given in [17] to solve the latter for the $SH$ family DLs. Provided that the query contains only simple roles, it is sound and complete for $SHOQ$, $SHIQ$, and $SHOT$; for $SHOTQ$ it is sound, but termination remains open.

The algorithm is an extension of the one in [15] for the existential entailment problem, which informally speaking, simultaneously captures UCQ entailment and CQ/UCQ containment (i.e., given a CQ $Q_1$ and a UCQ $Q_2$, decide whether $K \models Q_1$ implies $K \models Q_2$). We present it as a query entailment algorithm: this suffices for reasoning in non-recursive CARIN and the generalisation to containment is trivial. A first extension to CQs in $SHIQ$ was presented in [18]. Here we recall the extension to PQs in $SHOTQ$ of [17], where the reader may find detailed definitions, proofs and examples.

We build on [11] and use completion graphs, finite relational structures that represent models of a $SHIQ$ knowledge base $K$. After an initial completion graph $G_K$ for $K$ is built, new completion graphs are generated by repeatedly applying expansion rules. Every model of $K$ is represented in some completion graph that results from the expansion, thus $K \models Q$ can be decided by considering a suitable set of such graphs.

**Definition 11 (Unfolding).** The unfolding of a non-recursive DATALOG program $\mathcal{P}$ for a ground rule atom $p(\overline{x})$ is the program $\mathcal{P}_{p(\overline{x})}$ obtained as follows:

1. Let $\mathcal{P}_1$ denote the set of rules in $\mathcal{P}$ where the head is of the form $p(\overline{x})$ and there is a unifier of $\overline{x}$ and $\overline{x}$. $\mathcal{P}_2$ is the set of rules $p(\theta(\overline{x})) := q_1(\theta(\overline{x})), \ldots, q_n(\theta(\overline{x}))$ where $p(\overline{x}) := q_1(\overline{x}), \ldots, q_n(\overline{x}) \in \mathcal{P}_1$ and $\theta$ is the most general unifier of $\overline{x}$ and $\overline{x}$.
2. For a rule $r$, let $r_\mathcal{P}$ denote the set of unfoldings in $r$ of a rule from $\mathcal{P}$ (note that it may be empty). Apply exhaustively the following rule: if $r \in \mathcal{P}_2$ and the body of $r$ contains a rule atom $\alpha$ such that $\alpha \notin \mathcal{P}$, replace $r$ by $r_\mathcal{P}$ in $\mathcal{P}_2$. The resulting program is $\mathcal{P}_{p(\overline{x})}$.

Every model of $\mathcal{P}$ is also a model of $\mathcal{P}_{p(\overline{x})}$. Intuitively, $\mathcal{P}_{p(\overline{x})}$ captures the part of $\mathcal{P}$ that is relevant for the entailment of $p(\overline{x})$. Each rule in $\mathcal{P}_{p(\overline{x})}$ has $p(\overline{x})$ as head, and its body contains only DL atoms and ground facts from $\mathcal{P}$, which are true in every model of $\mathcal{P}$. Due to this restricted form, $\mathcal{P}_{p(\overline{x})}$ can easily be transformed into an equivalent UCQ.

**Definition 12 (Query for a ground atom).** The query for a ground atom $\alpha$ w.r.t. a non-recursive DATALOG program $\mathcal{P}$, denoted $U_{\mathcal{P},\alpha}$, is the UCQ defined as follows:

- If $\alpha$ is a DL atom, then $U_{\mathcal{P},\alpha} = \alpha$.
- Otherwise $U_{\mathcal{P},\alpha} = \exists \overline{x}.Q_1 \lor \ldots \lor Q_m$, where $r_1 \ldots r_m$ are the rules of $\mathcal{P}_{\alpha}$, each $Q_i$ is the conjunction of the DL atoms in the body of $r_i$, and $\overline{x}$ contains the variables of each $Q_i$.

Note that if a rule atom $\alpha$ occurs as a fact in $\mathcal{P}$, it also occurs as a fact in $\mathcal{P}_{\alpha}$, and $U_{\mathcal{P},\alpha}$ is trivially true (since it has an empty disjunct which is always true). If $\mathcal{P}_{\alpha} = \emptyset$ then $U_{\mathcal{P},\alpha}$ is always false; this is the case, e.g., if $\alpha$ does not unify with the head of any rule.

**Proposition 2.** Let $K = \langle K, \mathcal{P} \rangle$ be a non-recursive CARIN-$SHOTQ$ knowledge base and let $\alpha$ be a ground atom. Then $K \models \alpha$ iff $K \models U_{\mathcal{P},\alpha}$.
In what follows, $K = \langle T, R, A \rangle$ denotes a $\text{SHIQ}$ knowledge base; the set of roles occurring in $K$ and their inverses is denoted $\mathbf{R}_K$. $A$ denotes a concept name; $D, E$ denote concepts; $R, R'$ denote roles; and $a, b$ denote individuals.

A completion graph $G$ for $K$ comprises a finite labelled directed graph whose nodes nodes($G$) are labelled by concepts and whose arcs arcs($G$) are labelled by roles. The nodes in nodes($G$) are of two kinds: individual nodes and variable nodes. The label of each individual node contains some nominal $\{a\}$ indicating that the node stands for the individual $a \in I$. A variable node contains no nominal concepts and represents one or more unnamed individuals whose existence is implied by the knowledge base. An additional binary relation is used to store explicit inequalities between the nodes of $G$.

In a completion graph $G$, each arc $v \rightarrow w$ is labelled with a set $\mathcal{L}(v \rightarrow w)$ of roles from $\mathbf{R}_K$ and each node $v$ is labelled with a set $\mathcal{L}(v)$ of ‘relevant’ concepts. The set of all the relevant concepts is denoted by clos($K$) and contains the standard concept closure of $-C \sqcup D$ for each axiom $C \sqsubseteq D$ in the knowledge base $K$ (closed under subconcepts and their negations) and some additional concepts that may be introduced by the rules (e.g., to correctly ensure the propagation of the universal restrictions, concepts of the form $\forall R'.D$ for some $\forall R.D \in \text{clos}(K)$ and $R'$ a transitive subroles of $R$ are used, so they are also included in the closure).

The usual relations between the nodes in a completion graph $G$ are defined as in [11,17]: if $v \rightarrow w \in \text{arcs}(G)$, then $w$ is a successor of $v$ and $v$ a predecessor of $w$. The transitive closures of successor and predecessor are ancestor and descendant respectively. If $R' \in \mathcal{L}(v \rightarrow w)$ for some role $R'$ with $R' \subseteq^+ R$, then $w$ is an $R$-successor of $v$. We call $w$ an $R$-neighbour of $v$, if $w$ is an $R$-successor of $v$, or if $v$ is an $\text{Inv}(R)$-successor of $w$. The distance between two nodes in $G$ is defined in the natural way.

The initial completion graph $G_K$ for $K$ contains a node $a$ labelled $\mathcal{L}(a) = \{\{a\}\} \cup \{\neg C \sqcup D \mid C \sqsubseteq D \in \mathcal{T}_A\}$ for each individual $a$ in $K$, where $\mathcal{T}_A = \{\{a\} \subseteq A \mid A(a) \in \mathcal{A}\} \cup \{\{a\} \sqsubseteq \exists P.(b) \mid P(a, b) \in \mathcal{A}\} \cup \{\{a\} \sqsubseteq \neg \{b\} \mid a \neq b \in \mathcal{A}\}$ is a set of concept inclusion axioms representing the assertions in $\mathcal{A}$.

We apply expansion rules to the initial $G_K$ and obtain new completion graphs. The rules may introduce new variable nodes, but they are always successors of exactly one existing node. Hence the variable nodes form a set of trees that have individual nodes as roots. Some of these variable nodes may have an individual node as a successor, thus a tree can have a path ending with an arc to an individual node.

Blocking conditions are given to ensure that the expansion stops after sufficiently many steps. They are inspired by [15], but adapted to these more expressive logics, and depend on a depth parameter $n \geq 0$, generalising the non-parametrised blocking of [11]. This blocking is the crucial difference between our algorithm and [11]. According to the blocking conditions of [11], the expansion of a completion graph $G$ terminates when a node $v$ with a predecessor $u$ is reached such that there is some ancestor $u'$ of $u$ that has in turn a successor $v'$ such that the pairs $(u', v')$ and $(u, v)$ have the same node-arc-node labels, i.e., when a pair of nodes that is isomorphic to a previously existing one appears in $G$. This pairwise blocking condition ensures that the expansion stops when $G$ already represents a model of $K$. If the knowledge base is satisfiable, then there is a way to non-deterministically apply the expansion rules until this blocking occurs, and a completion graph that represents a model of the knowledge base is obtained.
Since we want to decide query entailment, this is not enough: we need to obtain a set of models that suffices to check query entailment. Our modified blocking ensures that a completion graph is blocked only if it represents a set of models that are indistinguishable by the query. Instead of halting the expansion when a previously occurred pair of nodes appears, we stop when a repeated instance of an \( n \)-graph occurs, where the \( n \)-graph of a node \( v \) is a tree of variable nodes of depth at most \( n \) rooted at \( v \), plus arcs to the individual nodes that are direct successors of a node in this tree. We now define formally this modified blocking. The next definition is technically quite involved. It is taken from [17], where more explanations and some examples can be found.

**Definition 13 \(( n \)-graph blocking\).** Given an integer \( n \geq 0 \) and a completion graph \( \mathcal{G} \), let \( \text{vn}(\mathcal{G}) \) denote the set of variable nodes in \( \mathcal{G} \). The blockable \( n \)-graph of node \( v \in \text{vn}(\mathcal{G}) \) is the subgraph \( \mathcal{G}^{n,v} \) of \( \mathcal{G} \) that contains \( v \) and (i) every descendant \( w \in \text{vn}(\mathcal{G}) \) of \( v \) within distance \( n \), and (ii) every successor \( w' \in \text{in}(\mathcal{G}) \) of each such \( w \). If \( w \) has in \( \mathcal{G}^{n,v} \) no successors from \( \text{vn}(\mathcal{G}) \), we call \( w \) a leaf of \( \mathcal{G}^{n,v} \). Nodes \( v, v' \) of \( \mathcal{G} \) are \( n \)-graph equivalent via a bijection \( \psi \) from \( \text{nodes}(\mathcal{G}^{n,v}) \) to \( \text{nodes}(\mathcal{G}^{n,v'}) \) if (1) \( \psi(v) = v' \); (2) for every \( w \in \text{nodes}(\mathcal{G}^{n,v}) \), \( \mathcal{L}(w) = \mathcal{L}(\psi(w)) \); (3) \( \text{arcs}(\mathcal{G}^{n,v}) = \{ \psi(w) \to \psi(w') \mid w \to w' \in \text{arcs}(\mathcal{G}^{n,v}) \} \); and (4) for every \( w \to w' \in \text{arcs}(\mathcal{G}^{n,v}) \) \( \mathcal{L}(w \to w') = \mathcal{L}(\psi(w) \to \psi(w')) \).

Let \( v, v' \in \text{vn}(\mathcal{G}) \) be \( n \)-graph equivalent via \( \psi \), where both \( v \) and \( v' \) have predecessors in \( \text{vn}(\mathcal{G}) \), \( v' \) is an ancestor of \( v \) in \( \mathcal{G} \), and \( v \) is not in \( \mathcal{G}^{n,v'} \). If \( v' \) reaches \( v \) on a path containing only nodes in \( \text{vn}(\mathcal{G}) \), then \( v' \) is a \( n \)-witness of \( v \) in \( \mathcal{G} \) via \( \psi \). Moreover, \( \mathcal{G}^{n,v'} \) graph-blocks \( \mathcal{G}^{n,v} \) via \( \psi \), and each \( w \in \text{nodes}(\mathcal{G}^{n,v'}) \) graph-blocks via \( \psi \) the node \( \psi^{-1}(w) \) in \( \mathcal{G}^{n,v} \).

Let \( \psi \) be a bijection between two subgraphs \( \mathcal{G}', \mathcal{G} \) of \( \mathcal{G} \) such that \( \mathcal{G}' \) graph-blocks \( \mathcal{G} \) via \( \psi \). A node \( v \in \text{nodes}(\mathcal{G}) \) is \( n \)-blocked, if \( v \in \text{vn}(\mathcal{G}) \) and \( v \) is either directly or indirectly \( n \)-blocked; \( v \) is indirectly \( n \)-blocked, if one of its ancestors is \( n \)-blocked; \( v \) is directly \( n \)-blocked if none of its ancestors is \( n \)-blocked and \( v \) is a leaf of \( \mathcal{G} \); in this case we say that \( v \) is (directly) \( n \)-blocked by \( \psi(v) \). An \( R \)-neighbour \( w \) of a node \( v \) in \( \mathcal{G} \) is \( n \)-safe if \( v \in \text{vn}(\mathcal{G}) \) or if \( w \) is not \( n \)-blocked.

Note that \( v \) is \( m \)-blocked for each \( m \leq n \) if it is \( n \)-blocked. When \( n \geq 1 \), then \( n \)-blocking implies pairwise blocking.

The expansion rules are analogous to the ones in [11], where ‘blocked’ is replaced by ‘\( n \)-blocked’ and ‘safe’ is replaced by ‘\( n \)-safe’. Due to space restrictions, we cannot present the expansion rules here, but they can be found in [17].

A clash in a completion graph \( \mathcal{G} \) is an explicit contradiction (e.g., \( \{ A, \neg A \} \subseteq \mathcal{L}(v) \)) for some node \( v \), and it indicates that \( \mathcal{G} \) represents an empty set of models and thus the expansion can stop. If \( \mathcal{G} \) does not contain a clash it is called clash-free. If \( \mathcal{G} \) contains a clash or no more rules are applicable to it, then we say that it is \( n \)-complete. We denote by \( \mathcal{G}_K \) the set of completion graphs that can be obtained from the initial \( \mathcal{G}_K \) via the expansion rules, and by \( \text{ccf}_n(\mathcal{G}_K) \) the ones that are \( n \)-complete and clash free.

We view each graph in \( \mathcal{G}_K \) as a representation of a (possibly infinite) set of models of \( K \). Intuitively, the models of \( K \) are all the relational structures containing \( A \) that satisfy the constraints given by \( T \) and \( R \). Each completion graph \( \mathcal{G} \) contains the initial \( A \) and additional constraints, implicit in \( T \) and \( R \), that were explicited by applying the
rules. When there is more than one way to apply a rule to a graph \( G \) (e.g., in the \( \sqcup \)-rule either \( C_1 \) or \( C_2 \) can be added), the models represented by \( G \) are ‘partitioned’ into the sets of models represented by each of the different graphs that can be obtained.\(^5\)

Importantly, every model of \( K \) is represented by some \( G \) in \( G_K \). Thus, the union of all the models of the graphs in \( \text{ccf}_n(\mathcal{G}_K) \) coincides with all the models of \( K \), independently of the value of \( n \). Therefore, in order to decide query entailment, we can choose an arbitrary \( n \geq 0 \) and check all the models of all the completion graphs in \( \text{ccf}_n(\mathcal{G}_K) \).

This is still not enough to yield a decision procedure: although the set \( \text{ccf}_n(\mathcal{G}_K) \) is finite, we do not have an algorithm for deciding entailment of query \( Q \) in all (possibly infinitely many) models of a completion graph \( \mathcal{G} \). However, if a suitable \( n \) is chosen, the latter can be effectively decided by finding a syntactic mapping of the query into \( \mathcal{G} \).

**Definition 14 (Query mapping).** Let \( Q = \exists x \varphi(\tau) \) be a PQ and let \( \mathcal{G} \) be a completion graph. Let \( \mu : \text{Vl}(Q) \rightarrow \text{nodes}(\mathcal{G}) \) be a total function such that \( \{a\} \in \mathcal{L}(\mu(a)) \) for each individual \( a \) in \( \text{Vl}(Q) \). We write \( C(x) \rightarrow_{\mu} \mathcal{G} \) if \( C \in \mathcal{L}(\mu(x)) \), and \( S(x,x') \rightarrow_{\mu} \mathcal{G} \) if \( \mu(x') \) is an \( S \)-neighbour of \( \mu(x) \). Let \( \gamma \) be the Boolean expression obtained from \( \varphi(\tau) \) by replacing each atom \( \alpha \) in \( \varphi \) with \( \top \), if \( \alpha \rightarrow_{\mu} \mathcal{G} \), and with \( \bot \) otherwise. We say that \( \mu \) is a mapping for \( Q \) into \( \mathcal{G} \), denoted \( Q \rightarrow_{\mu} \mathcal{G} \), if \( \gamma \) evaluates to \( \top \). \( Q \) can be mapped into \( \mathcal{G} \), denoted \( Q \rightarrow \mathcal{G} \), if there is a mapping \( \mu \) for \( Q \) into \( \mathcal{G} \).

It is not hard to see that if \( Q \rightarrow \mathcal{G} \), then there is a mapping for \( Q \) in every model represented by \( \mathcal{G} \). The converse is slightly more tricky and only holds if \( Q \) contains only simple roles and if a suitable value for the blocking parameter \( n \) is chosen. Very roughly, \( n \)-blocking ensures that all paths of length \( \leq n \) that occur in the models of \( K \) are already found in some \( \mathcal{G} \in \text{ccf}_n(\mathcal{G}_K) \). Since the query contains only simple roles, matches for \( Q \) in a model do not require paths larger than the number \( nr(Q) \) of role atoms in the largest disjunct when \( Q \) is transformed into a UCQ (which is in turn bounded by the total role atoms in \( Q \)). As a consequence, \( Q \) can not distinguish models that are equivalent up to \( nr(Q) \)-blocking. The following theorem is shown in [17]:

**Theorem 1.** Let \( Q \) be a positive query where only simple roles occur, let \( K \) be a \( \text{SHOIQ} \) KB, and let \( n \geq nr(Q) \). Then \( K \models Q \iff Q \rightarrow \mathcal{G} \) for every \( \mathcal{G} \in \text{ccf}_n(\mathcal{G}_K) \).

The theorem suggests to verify PQ entailment as follows: (i) obtain all the completion graphs in \( \text{ccf}_{nr(Q)}(\mathcal{G}_K) \), and (ii) check each of them for query mappability. This yields a decision procedure provided that both steps can be effectively executed. We show below that this is the case if the KB is in any of \( \text{SHILO} \), \( \text{SHIQ} \) and \( \text{SHOIQ} \).

Due to Proposition 2, we can use the same decision procedure for the CARIN-\( \mathcal{L} \) entailment problem. For any atom \( \alpha \), the number of atoms in each disjunct in \( U_{P,\alpha} \) is bounded by depth(\( P \)). Trivially, if only simple roles occur in \( P \), the same holds for \( U_{P,\alpha} \). Therefore, from Proposition 2 and Theorem 1, we easily obtain:

**Corollary 1.** Let \( \alpha \) be a ground atom, let \( \mathcal{K} = \langle K, P \rangle \) be a non-recursive CARIN-SHOIQ knowledge base where only simple roles occur in \( P \), and let \( n \geq \text{depth}(P) \). Then \( \mathcal{K} \models \alpha \iff U_{P,\alpha} \rightarrow \mathcal{G} \) for every \( \mathcal{G} \in \text{ccf}_n(\mathcal{G}_K) \).

---

\(^5\) This view slightly differs from the more common one (e.g., [11]) in which a completion graph is a representation of one single model (the one obtained from \( \mathcal{G} \) by standard unravelling).
Note that the outlined decision procedure requires that, for each given input the query
$\alpha, U_{\mathcal{P}, \alpha}$ is built by unfolding $\mathcal{P}$. If several atoms are to be evaluated, a more efficient
alternative can be to obtain the completion graphs in $ccf_n(G_K)$ and then evaluate all the
rules of the program over each graph, in a bottom-up way. Roughly, for a completion
graph $G$ and a program $\mathcal{P}$, we can obtain the completion graphs in $ccf(G_K)$ and then evaluate all the
rules of the program over each graph, in a bottom-up way. Roughly, for a completion
graph $G$ and a program $\mathcal{P}$, we can obtain the completion graphs in $ccf(G_K)$ and then evaluate all the
rules of the program over each graph, in a bottom-up way. Roughly, for a completion
graph $G$ and a program $\mathcal{P}$, we can obtain the completion graphs in $ccf(G_K)$ and then evaluate all the
rules of the program over each graph, in a bottom-up way. Roughly, for a completion
graph $G$ and a program $\mathcal{P}$, we can obtain the completion graphs in $ccf(G_K)$ and then evaluate all the
rules of the program over each graph, in a bottom-up way. Roughly, for a completion
graph $G$ and a program $\mathcal{P}$, we can obtain the completion graphs in $ccf(G_K)$ and then evaluate all the
rules of the program over each graph, in a bottom-up way. Roughly, for a completion
graph $G$ and a program $\mathcal{P}$, we can obtain the completion graphs in $ccf(G_K)$ and then evaluate all the
rules of the program over each graph, in a bottom-up way. Roughly, for a completion
graph $G$ and a program $\mathcal{P}$, we can obtain the completion graphs in $ccf(G_K)$ and then evaluate all the
rules of the program over each graph, in a bottom-up way. Roughly, for a completion
graph $G$ and a program $\mathcal{P}$, we can obtain the completion graphs in $ccf(G_K)$ and then evaluate all the
rules of the program over each graph, in a bottom-up way. Roughly, for a completion

4 Complexity of Reasoning in Hybrid KBs

We have shown that we can effectively solve the non-recursive-CARIN and the PQ
entailment problem whenever we have an effective procedure or obtaining the graphs
in $ccf_n(G_K)$ and deciding query mappability for each of them. The latter is trivially
decidable if each $G$ and the set $ccf_n(G_K)$ are finite (e.g., by traversing, for each $G$, the
finite number of possible mappings from the query variables to the nodes of $G$).

As for the first part, it was shown in [17] that the expansion of an initial $G_K$ into
the set $ccf_n(G_K)$ terminates if there is no interaction between the number restrictions,
involumes and nominals. Roughly, whenever variable nodes can cause a number restric-
tion to be violated at an individual node $a$, the so-called $a$?-rule is applied to generate
new individual neighbours for $a$. This rule is never applicable for $SHOQ$, $SHIQ$, and
$SHOIQ$ KBs, allowing us to prove termination. For $SHOIQ$, however, due to the mutual
dependency between the depth of the forest and the number of individual nodes
generated by the $a$?-rule that results from our modified blocking, we cannot ensure that
it terminates (although we believe that, using the prioritised strategy for rule application
of [11], it will do so in many cases).

The following bounds for the modified tableau algorithm were shown in [17],
while in the CARIN-entailment setting they are analysed in more detail in [16]. Given a
KB $K=\langle T, \mathcal{R}, \mathcal{A} \rangle$ and PQ $Q$, $||K, Q||$ denotes the combined size of the strings encoding
the $K$ and $Q$ (assuming unary encoding of numbers in the number restrictions), and
$|\mathcal{A}|$ the number of assertions in $\mathcal{A}$. Similarly, $||P||$ denotes the size the string encoding
a given DATALOG program $\mathcal{P}$.

Proposition 3. The expansion of $G_K$ into some $G \in ccf_n(G_K)$, $n \geq 0$, terminates in
time triple exponential in $||K, Q||$ if $n$ is polynomial in $||K, Q||$. If $n$ is a constant and
$Q$ and all of $K$ except $\mathcal{A}$ are fixed, then it terminates in time polynomial in $|\mathcal{A}|$.

The same bounds apply to the number of nodes in each $G \in ccf_n(G_K)$. Checking
whether $Q \rightarrow \mathcal{G}$ can be easily done in time single exponential in the size of $Q$ and
polynomial in $|\text{nodes}(G)|$; if $Q$ is fixed, $Q \rightarrow \mathcal{G}$ can be tested in time polynomial in the size of $G$ (as there are only polynomially many candidate assignments).

Theorem 2. The PQ entailment problem is decidable if the input KB is in any of
$SHIQ$, $SHOQ$ and $SHOIQ$ and only simple roles occur in the query. Furthermore,
it can be refuted non-deterministically in time polynomial in the size of the ABox.

6 This procedure has the same worst-case complexity as the one outlined above.
A matching lower bound holds already for instance checking in the very weak $\mathcal{AL}$ [1].

**Theorem 3.** For every DL extending $\mathcal{AL}$ and contained in $\mathcal{SHIQ}$, $\mathcal{SHOQ}$, or $\mathcal{SHOI}$, deciding the entailment of a PQ in which only simple roles occur has coNP-complete data complexity.

For a non-recursive DATALOG program $\mathcal{P}$, $\text{depth}(\mathcal{P})$ is finite and effectively computable, and $\text{nr}(U, \mathcal{P}) \leq \text{depth}(\mathcal{P})$. Although $\text{depth}(\mathcal{P})$ is single exponential in $||\mathcal{P}||$, it is constant if $\mathcal{P}$ is fixed. Hence we obtain:

**Theorem 4.** The non-recursive CARIN-$\mathcal{L}$ entailment problem is decidable if $\mathcal{L}$ is any of $\mathcal{SHIQ}$, $\mathcal{SHOQ}$ and $\mathcal{SHOI}$ and only simple roles occur in the rule component of the KB. Furthermore, it has coNP-complete data complexity if $\mathcal{L}$ is a DL extending $\mathcal{AL}$.

This result provides an exact characterisation of the data complexity of the non-recursive CARIN-$\mathcal{L}$ entailment problem for a wide range of description logics. Unfortunately, our work does not provide optimal upper bounds with respect to the combined complexity. In fact, the tableaux algorithm from [11] on which our work is based terminates in non-deterministic double exponential time in the worst case, even if the input is a $\mathcal{SHIQ}$, $\mathcal{SHOQ}$ or $\mathcal{SHOI}$ knowledge base whose satisfiability problem is known to be EXPTIME-complete [21,7,9]. This suboptimality carries on to our results. Additionally, our reduction from the CARIN-entailment problem to UCQ entailment causes an exponential blow-up whose inevitability has not been explored.

**The $\mathcal{DL}+\log$ Family**  In [19], Rosati introduced the $\mathcal{DL}+\log$ family of formalisms coupling arbitrary DLs with DATALOG rules. It allows for recursive programs and, in order to preserve decidability, imposes some weak safety conditions on the rules which are a relaxed version of CARIN’s safety.

An $\mathcal{L}+\log$ knowledge base is composed of a knowledge base in the DL $\mathcal{L}$ and a set of weak-safe DATALOG rules (possibly with disjunction and negation as failure). Its decidability depends on the one of query containment in $\mathcal{L}$: as shown in [19] (Theorem 11), satisfiability in $\mathcal{L}+\log$ is decidable iff CQ/UCQ containment is decidable in $\mathcal{L}$.\footnote{In general, ‘satisfiability’ means under both FOL and NM semantics.}

From well known results that relate query containment and query answering, it follows that our method can be exploited for deciding this problem.

**Theorem 5.** Satisfiability of an $\mathcal{L}+\log$ knowledge base is decidable if $\mathcal{L}$ is $\mathcal{SHOQ}$, $\mathcal{SHIQ}$ or $\mathcal{SHOI}$ and the DATALOG component contains only simple roles.

Furthermore, it follows from [19] that whenever the data complexity of query entailment is strictly lower than that of reasoning in the rule component, the latter carries on to the overall data complexity of reasoning. As a consequence, it can also be concluded from our results that reasoning in the above setting has $\Sigma^p_2$-complete data complexity when the DATALOG component is a disjunctive program with negation.

**Related Complexity Results** Since this work started, many query answering algorithms have been proposed and new complexity bounds have been found. Due to Proposition 2 (which is independent of the particular DL in the DL component), the new decidability results for answering UCQs in DLs imply new decidability boundaries for
non-recursive CARIN, similarly as the decidability of CQ/UCQ containment carries on to the \(\mathcal{DL}+\log\) setting. Furthermore, the data complexity of UCQ answering can be directly transferred to non-recursive CARIN.

From this and recent results, the decidability statements in Theorems 4 and 5 holds also in the presence of transitive roles in the query if \(L\) is \(SHOIQ\) \([6]\), \(SHIQ\) \([5]\), or \(ALCQI_{breg}\) another expressive DL \([2]\). Further interesting results can be obtained from the latter, which is to our knowledge the most general algorithm for query answering in DLs without nominals. In particular, the DL known as \(SRIQ\) \([10]\) (closely related to the DL \(SROIQ\) underlying OWL 2) can be reduced to (a minor extension of) \(ALCQI_{breg}\). Exploiting the regular expressions in the query atoms in \([2]\), one can use that algorithm to decide PQ entailment and containment in \(SRIQ\) (note that containment of queries with regular expressions does not follow from \([2]\) in general, but it does if the query on the left is a plain CQ); hence both CARIN and \(DL+log\) are decidable for \(SRIQ\). We also note that the algorithm in \([2]\) provides an optimal \(2\text{ExpTime}\) upper bound for satisfiability of \(SRIQ\) knowledge bases; this was reported open in \([12]\).

As for data complexity, \(\text{coNP}\) completeness for CARIN entailment, \(\mathcal{DL}+\log\) satisfiability and UCQ answering (with arbitrary query/rule component) for \(SHIQ\) follows from \([5]\). Most recently, the \(\text{PTIME}\)-complete data complexity of PQ answering in Horn-\(SHIQ\) (a disjunction-free fragment of \(SHIQ\)) was established \([4]\); this carries on to both non-recursive CARIN entailment and \(\mathcal{DL}+\log\) satisfiability. To our knowledge, no other tight bounds for the \(SH\) family have been established. CARIN entailment and \(\mathcal{DL}+\log\) satisfiability (with a positive DATALOG component) are \(\text{PTIME}\)-complete for \(EL\) and some of its extensions contained in \(EL++\) \([14]\) and \(ELI\) \([13]\), see also \([20]\).

Finally, due to the results in \([1]\), the non-recursive CARIN entailment problem is in \(\text{LOGSPACE}\) for the DLs of the DL-Lite family; their \(\text{PTIME}\)-completeness had already been established for \(\mathcal{DL}+\log\) \([19]\).

5 Conclusion

In this paper, we have presented an algorithm for the CARIN entailment problem in knowledge bases that combine a \(SHIQ\), \(SHOIQ\) or \(SHOIT\) KB with a non-recursive DATALOG program containing only simple roles. It relies on a tableaux-based algorithm for positive query entailment which builds on the techniques from \([11]\) and generalises the existential entailment algorithm given in \([15]\) for a DL which is far less expressive than \(SHIQ\), \(SHOIQ\) and \(SHOIT\).

For the three mentioned sublogics of \(SHOIQ\), our algorithm is worst-case optimal in data complexity, and allows us to characterise the data complexity of reasoning with non-recursive DATALOG programs for a wide range of DLs, including very expressive ones. Namely, for all DLs of the \(SH\) family except \(SHOIQ\), the problem has \(\text{coNP}\)-complete data complexity, and is thus not harder than instance checking in \(AL\).

Combining the aforementioned DLs with recursive DATALOG results in an undecidable formalism. However, our results can be combined with those of Rosati \([19]\) to show decidability if the rules are weakly safe and the query contains no transitive roles. Further decidability and data complexity results for reasoning in hybrid languages can be obtained from the reduction of non-recursive CARIN to UCQ entailment presented here and from the results in \([19]\), some of them were discussed in this work.
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