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Abstract. Content-Centric Networking (CCN) research addresses the mismatch
between the modern usage of the Internet and its outdated architecture. Impor-
tantly, CCN routers use various caching strategies to locally cache content fre-
quently requested by end users. However, it is unclear which content shall be
stored and when it should be replaced. In this work, we employ novel techniques
towards intelligent administration of CCN routers. Our approach allows for au-
tonomous switching between existing strategies in response to changing content
request patterns using rule-based stream reasoning framework LARS which ex-
tends Answer Set Programming for streams. The obtained possibility for flexible
router configuration at runtime allows for faster experimentation and may result
in significant performance gains, as shown in our evaluation.

1 Introduction

Various future Internet research efforts are being pursued for efficient multimedia distri-
bution, among them Content-Centric Networking (CCN) [14]. The operation of a CCN
network relies on two packet types, Interest and Data. Clients issue Interest packets
containing the content name they want to retrieve. CCN routers forward the Interest
packets until they reach a content provider, which answers with a Data packet. The
latter travels back to the content consumer following the way of Interest packets. In
addition, the CCN routers have the possibility to cache Data packets in their Content
Stores. Thus, the Interest packets of another consumer can be directly satisfied out of a
Content Store. These caches make it possible to satisfy popular content requests directly
out of caches and reduce the network load [14].

A caching strategy defines which content is stored and for how long before being
replaced. There is a rich literature of strategies for CCN [24, 21]. Examples of most
popular strategies include: (a) Least Recently Used (LRU), which orders items in cache
by access time stamps and replaces the oldest item; (b) First-In-First-Out (FIFO) im-
plementing a queue; (c) Least Frequently Used (LFU) which orders items by access
frequency and replaces the least accessed item; or (d) Random that replaces a random
item in the cache. However, selection of an appropriate strategy is complicated.
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Example 1 Consider a situation in which some music clips go viral, i.e., get very pop-
ular over a short period of time. In this case, network administrators may manually con-
figure the routers to cache highly popular content for some time period, and to switch
back to the usual caching strategy when the consumer interests get more evenly dis-
tributed. However, as this period of time is hard to predict, it would be desirable that
routers autonomously switch their caching strategy to ensure high quality of service. �

Evaluations, like [4, 24], show that no “silver bullet” strategy is superior in all tested
scenarios, since for every strategy there are conditions in which it works best. There
conditions can often be characterized by parameters of a consumer interests distribution.
Usually, the content popularity is described in the literature with a Zipf distribution [18]:

P (X = i) =
(
iα
∑C
j=1 1/j

α
)−1

, where C is a number of items in the content catalog,
α is a value of the exponent characterizing the distribution and i is a rank of an item in
the catalog. The variation of the exponent α allows to characterize different popularity
models for consumers interests: (i) if α is high, the popular content is limited to a small
number of items; (ii) if α is low, every content is almost equally popular.

As real CCNs are not deployed yet, there is currently no real-world experience to
rely on, and developing selection methods for caching strategies is not well supported.
Motivated by all this, we consider a router architecture that allows for dynamic switch-
ing of caching strategies in reaction to the current network traffic, based on stream
reasoning, i.e., reasoning over recent snapshots of data streams.
Contributions. (i) We present an Intelligent Caching Agent (ICA) for the administra-
tion of CCN routers using stream reasoning, which allows for the first implementation
of a local and dynamic caching strategy selection. (ii) To simulate various CCN applica-
tion scenarios, router architectures and rule-based administration policies, we propose
an extension of the well-known CCN simulator ndnSIM [15]. (iii) The evaluation results
of our methods on two sample scenarios (as in Example 1) indicate a clear performance
gain when basic caching strategies are dynamically switched by routers in reaction to
the observed stream of requested data packets.

In summary, we provide a feasibility study for using logic-based stream reasoning
techniques to guide selection of caching strategies in CCNs. Moreover, we also pro-
vide a detailed showcase of analytical, declarative stream reasoning tools for intelligent
administration problems; to the best of our knowledge, no similar work exists to date.

2 Stream Reasoning

Router administration requires evaluation of streaming data. To the best of our knowl-
edge, declarative stream reasoning [6] methods [12, 11, 23, 16, 2] have not been used.

Example 2 (con’t) Consider the following rules to select a caching strategy. If in the
last 30 seconds there was always a high α̂ value (some content is very popular), use
LFU, and for a medium value, take LRU. Furthermore, use FIFO if the value is low but
once in the last 20 seconds 50% was real-time content. Otherwise, use Random. �

Example 2 illustrates that a fully declarative, rule-based language would assist the read-
ability of a router’s module that controls (potentially far more complex) decisions. We
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r1 : @T high ← �30@T α̂(V ), V ≥ 1.8. r5 : use(lru)← �30
2mid .

r2 : @T mid ← �30@T α̂(V ), 1.2 ≤ V < 1.8. r6 : use(fifo)← �30
2low , �20

3rtm50.

r3 : @T low ← �30@T α̂(V ), V < 1.2. r7 : done ← use(lfu) ∨ use(lru) ∨ use(fifo).

r4 : use(lfu)← �30
2high. r8 : use(random)← not done.

Fig. 1: Program P deciding which caching strategy to use

employ the rule-based LARS [2] which can be seen as extension of Answer Set Pro-
gramming (ASP) [3, 10] for streams. In particular, it provides window operators to limit
limit reasoning to so-called snapshots as in CQL [1]. We give a high-level intuition.
LARS. A LARS program is a set of rules of form α← β1, ..., βj ,notβj+1, ...,notβn,
(n ≥ 0) where α, β1, . . . , βn are formulas and not denotes negation-as-failure. Let a
be an atom and t ∈ N. Then, the set F of LARS formulas is defined by the grammar
ϕ ::= a | ¬ϕ | ϕ ∧ ϕ | ϕ ∨ ϕ | ϕ→ ϕ | 3ϕ | 2ϕ | @tϕ | �wϕ. It uses the following:

– The window operator �w limits evaluation of a formulaϕ to the substream returned
by a function w, which takes a stream and a time point. We only use a special
window operator �k which returns the snapshot of the last k seconds.

– The temporal quantifiers 3 and 2 are used to query whether a formula ϕ holds at
some time point in a selected window, or at all time points.

– The @-operator allows a jump in time, i.e., @tϕ evaluates ϕ at time t.

Example 3 Fig. 1 formalizes the rules of Example 2 in LARS, where atom α̂(V ) is
used to retrieve from the router an estimation of the α value V . Similarly, rtm50 is true
if at least 50% of the content forwarded by the router was real-time. Rule (r1) says the
following. If in the last 30 seconds (�30), at a specific (variable) time T (@T ) we had
atom α̂(V ) for some value V ≥ 1.8, then high is true at T . Then, rule (r4) states that,
if high is true at all (2) of the last 30 seconds, then (←) we shall use lfu . If use(X)
cannot by derived for any X ∈ {lfu, lru,fifo} by rules (r4) − (r6), the disjunction in
(r7) fails, thus done will not be derived, and due to (r8) we will then use random . �

3 System Description
As shown in Fig. 2, ICA extends the architecture of a common CCN router with a deci-
sion unit, which consists of three main components: (1) a database (DB) storing snap-
shots of parameters observed by the controller, (2) a knowledge base (KB) containing
the ICA logic and (3) a reasoner that decides about configuration of the controller given
the KB and a series of events in the DB. This architecture was implemented in ndnSim
[15] and used in the evaluation as presented in Section 4.

The components (2) and (3) are based on the LARS framework, which we im-
plemented using DLVHEX 2.5 [9] as language of this system, i.e., higher-order logic
programs with external atoms. We define an external atom &w[S,E, F ](T, V ) repre-
senting the described time-based LARS window operator. The terms S,E ∈ N define
the time interval of the window and F is a string comprising a function name. Our
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Fig. 2: Architecture of an Intelligent Caching Agent (ICA)

1 intv1(S,E) :- &getSolverTime[](E), S=E-30.
2 intv2(S,E) :- &getSolverTime[](E), S=E-20.

3 val(high,S,E,T):- &w[S,E,alpha](T,V), V>=18, intv1(S,E).
4 val(mid,S,E,T) :- &w[S,E,alpha](T,V), 12<=V, V<18, intv1(S,E).
5 val(low,S,E,T) :- &w[S,E,alpha](T,V), V<12, intv1(S,E).
6 val(rtm50,S,E,T):- &w[S,E,rtc](T,V), V>50, intv2(S,E).

7 some(ID,S,E) :- val(ID,S,E,_).
8 always(ID,S,E) :- val(ID,S,E,_), val(ID,S,E,T):T=S..E.

9 use(lfu) :- always(high,S,E), intv1(S,E).
10 use(lru) :- always(mid,S,E), intv1(S,E).
11 use(fifo):- always(low,S1,E1), intv1(S1,E1), some(rtm50,S2,E2), intv2(S2,E2).

12 done :- use(X), X!=random.
13 use(random) :- not done.

Listing 1.1: DLVHEX encoding for ICA

DLVHEX plug-in evaluates the function over events registered in the database within
the given time interval and returns its results as a set of tuples {(t1, v1), . . . , (tk, vk)},
where ti and vi indicate the time point and the value of a function, respectively. E.g.
for F = alpha the estimated values α̂ of the parameter α of the Zipf distribution will
be returned. To define rules that respect only recent events, we use an external atom
&getSolverTime[](E) which has no inputs. It outputs the current system time E. The
DLVHEX encoding for ICA is presented in Listing 1.1, which corresponds to the LARS
encoding presented in Fig. 1 and could be in principle automatically generated from it.

4 Evaluation

We selected the Abilene topology [20]. For every simulation run (see below), we con-
nected 1000 consumers and all content providers randomly to one of the 11 routers.
Scenarios. As popularity change scenarios, we used (i) LHL that starts with α = 0.4
(low), then changes to 2.5 (high), and then back to low; (ii) HLH is dual. The values
are from [17, 21]. Each simulation is 1800 seconds, α changes at 600 and 1200. Each
consumer starts downloading a video at a random time point in each interval.
Caching Strategies. To measure the potential effect of switching strategies, we com-
pare against the static ones Random and and LFU [21]. Dynamic strategy Admin is
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(a) LHL cache hit ratio (b) HLH cache hit ratio (c) LHL cache hit dist. (d) HLH cache hit dist.

Fig. 3: Aggregated evaluation results over 30 runs for each caching strategy

hypothetical, where all routers change their caching strategy exactly at phase changes L
to H and H to L; in L they use Random, in H they use LFU. Finally, Intelligent Caching
Agent (ICA) dynamically selects for each router a strategy due to locally observed data.
Simulation System Parameters. Following [17, 14, 19], we use 1000 users × 50
videos, in 1000 chunks of 10KB. Routers store 0.1, 0.5, 1, 4 or 10% of all chunks.
Performance Metrics. The cache hit ratio should be high; it is the number of hits an
Interest packet is satisfied by a router’s content store per total number of requests. The
cache hit distance should be low; it is the average number of hops for a Data packet
from request to a router that returns it, i.e., the number of routers travelled between the
router answering a request and the consumer that had issued it. See [24] for details.
Results. We determined 1% of chunks to be a reasonable storage size. We observed that
the reaction to changing content access for ICA was close to the ideal preconfiguration
of Admin. Interestingly, up to 5 routers used the Random strategy in the H phase under
the ICA strategy. Here, the advantage of dynamic and local switching kicked in.

Fig. 3 shows performance comparisons of caching strategies LFU, Admin and ICA
in relation to Random (100%), where plots show aggregated results over 30 individual
runs. Fig. 3a/3b depict cache hit ratios for LHL/HLH; Fig. 3c/3d show cache hit dis-
tances. In summary, dynamic switching is advantageous in all settings. ICA is at least
as good as Admin for LHL scenarios, and proves to be the best strategy for HLH due
to the advantage of choosing strategies locally for each router. Notably, both dynamic
strategies lead to a decreased cache hit distance relative to the Random strategy.

5 Conclusion

In our paper we focused on a principled approach of automated decision making by
means of high-level reasoning on stream data. This allowed us to design a purely declar-
ative control unit for automated administration of CCN routers. A comprehensive fea-
sibility study shows how reasoning techniques can be used for dynamic switching of
caching strategies in reaction to changing user behavior may give significant savings
due to performance gains. These observations clearly motivate the advancement of
stream reasoning research, especially on the practical side. In particular, stream pro-
cessing engines are in need that have an expressive power similar to LARS.
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